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Abstract

This suney examines thirty-fie parallel programming languages and fifty-nine-par
allel programming tools. It focuses on tool capabilities needed for writing parallel scien-
tific programs, not on features thaptre general computer science issues. The tools are
classified based on their functions and eghkvith current and future needs oSl in
mind: in particularexisting and anticipated AS supercomputers andovkstations, oper
ating systems, programming languages, and applicatibms.report is designed tovegi
readers a quick grasp of the tool features, andges tables to compare their main func-
tions.



-3-

Intr oduction

Providing suficient parallel programming tools is oneyksep to enable NS users
to use parallel computersThe report "A Surgy d Parallel Programming dols"
(RND-91-005) has been requested by more than lg#iaations. Since then,AB has
added masegely parallel supercomputers into its production computiagjlities. Pro-
gramming for a wide ariety of parallel architectures (SIMD, shared-memory MIMD,
distributed-memory MIMD, heterogeneous MIMD) demands aexy a broader range
of programming tools than the tools included in report RND-91-085esponse to the
new demand, this report sugys parallel programming languages as well as toatsthe
text below, they are both referred to as tool3.he scope of the suey has been enlged
to include tools for all forms of parallel architectures and programming paradigms.

More than 80 tools were submitted to the syyronly a fev were eliminated due to
their proprietary or obsolescent natur&bout a dozen entries were written based on
available documentsThis suney sares the same goal with thepoeis one: to help sci-
entific users use theA$ parallel supercomputerg.ocus is placed on those tool capabili-
ties needed for parallel scientific programming rather than for general computer science.

This report describes 94 entrieShey are grouped into fie main catgories based
on their functions: languages, libraries, gdghing and performance tools, parallelization
tools, and othersThe others include partitioning, scheduling and load balancing tools,
network utilities, and tools for talding tools. This report has fie parts, one for each cat-
egory of tools. A category may contain subcajeries; each subcajery is oganized as
one section.The tools in each cagery/subcatgory are ordered according to their use-
fulness to MS users.The usefulness is rated based on the languages that a tool supports,
the platforms on which it is currentlyalable, the maturity of the tool, and the support
provided. Theinformation reported is based on the submissions by the twelogers
and &ailable documents; it reflects the status of the reported tools up until February
1993.

The report is designed tovgi readers a quick grasp of the functionsvied by a
tool and of its usefulness in comparison with the tools in the sangooat&or this pur
pose, the description of each toolesi no details lut only a brief outline of its main func-
tions from a user point of wiee References and contacts to the toolvpters are gien
for the readers who decide to learn more about the selected &ioidar eforts with
slightly different purposes and emphasis can be fouhdin

To make it easier for readers to find a specific tool in the report, a look-up table in
pages 6-8 lists all the tools in alphabetic ardere "type" entry of the table indicates the
tool catgory. Appendix A-E presents the tables that compare the tools in the same cate-
gory, one for each cagmry. The tools in these tables are also in alphabetic oRl@age
number is listed for each tool indicating where it is describte tables also indicate
the usefulness of a tool toA$. Thenext section &plains hav the usefulness ratingas
determined.



Evaluation Criteria

This report includesvaluation results from te sources: user submissions avdle
uation based on A5 needs.The only editing applied to the submissions describing user
experiences is formatting. Entries with no ‘dhvation" item imply that no descriptions
have been submitted from their users.

The ealuation of the usefulness toA$ is based on AS user &perience (if it
exists) and the literaturevalable. Aletter rating scheme is used in all the tables and the
meaning of the letter rating is spelled out in each tool efing rating is based onA$
user feedback, the languages that a tool supports, the platforms on which it is currently
available, the maturity of the tool, and the supportvigted. Thenext two paragraphs
briefly introduces the computing\@eronment and the user status &N

NAS aurrently pravides an Intel iPSC/860 andaidgon, Thinking Machine CM5,
CRAY C-90 and CRAX Y-MP for computation-intenge CFD applications.More mas-
sively parallel machines are under consideration for procuremeanaddition, MS is
experimenting with a more costfettive gproach to parallel computing by using idle
cycles of a netark of workstations. Themajority of the veorkstations at WS are SGls
with a small number of SUNsAIl platforms use UNIX or UNIX-based operating sys-
tems.

NAS wsers are quiteammiliar with vectororiented supercomputers (CRAtyle),
and are making a transition to using maagiparallel machines (Intel, TMC, and a net-
work of workstations). Asmall percentage of the usersyddeen deeloping nev paral-
lel algorithms and applications from scratch; the majority of theve baen modifying
programs deeloped by others and/or cesting programs to run on the parallel plat-
forms. MostNAS @gplications are in &rtran and most users will be usingréan for
new application deelopment in foreseeable futuré small number of users ka darted
to use C and C++.

The remining paragraphs of this sectiofplain the rating schemeThe rating is
biased by RS needs, and therefore may not apply to othganzations. Thaequire-
ments for tools in diérent catgories may dier. For example, supporting all AS plat-
forms is required by languages and librarieg, ot by debgging and performance tools.

A rating "y" in the tables or "&" in the descriptions means that the tool is useful to
NAS. Criterial or 2 listed belov plus 3 and 4 must be met for a tool to rgeehis rat-
ing: (1) The tool that has been used b&Nusers and it is posmly recommended by
the users. (2) The tool has beemlgated at MS and other @anizations and it is posi-
tively recommended. (3) The tool supports the platforms, operating systems, and lan-
guages required atA6. (4) The tool supplier pnades support and maintenance.

A rating "m" in the tables or "Maybe" in the entries means that the tool maybe use-
ful in its current statusFour possibilities lead to a tool to regeisich a rating: (1) The
functions preided by the tool match AS user needs,ub none or limited usexperience
or evauation has been reported and the results are not uniformlyveo§2j The tool is
supplied by a hardare \vendor and it is needed by AS users (if the hardave is &ail-
able at M\S). (3) The tool is an emging standard supported by nyasrganizations. (4)

The tool may be able to help parallel toovelepment.

A rating "n" in the tables and "No" in the entries means that the tool is not useful to
NAS. Arating "n,m" means that the tool is not useful ®\users in its current status,
but may become useful in the futur&ive possibilities lead to a tool to revei sich rat-
ings: (1) The tool does not pride important functions needed byAN. (2) The tool
does not support the platforms, operating systems, and/or languages requird&.by N
(3) The tool is based on another tool that is no longer suppodg¢dther tools in the
same catgory provide more complete functions and/or support more platfor@@sThe
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tool is still in prototyping stage; moredopment wrk is needed for production use.



Index
Name pe Usefulio NAS T Page Numbet
Adaptor I n 16
AIMS p m 111
APPL lib n,m 79
Atexpert p y 102
BBN-Perf p m 109
Blobs p n 153
Canopy lib n,m 72
Caper [+d+p n,m 56
CC++ I n,m 41
Charm l+p n,m 31
CM lib n,m 82
Code 2.0 I+p n,m 24
Condor ns m 147
Cool [+p n,m 39
CPS lib+d+p n,m 74
DJM ns m 146
Dino | n,m 32
DQS ns m 144
Enterprise | pa+d+p n 136
ExecDiff d n 101
Express lib+d+p m 64
Fdcon p n,m 114
Force I n,m 18
Forge DO pa+p y 124
Fortran 90 I std 10
Fortran D I m 21
Fortran M I n,m 23
fpp pa y 122
Funnel sc m 145
Gang sc n 152
GenMP lib n 87
GPMS p n 120
Grids I n,m 26

When the type entry has more than one items connected by "+", the first one is the pri-
mary type. Br example, "lI+d+p" mean the tool is a language withudggjers and perfer
mance tools hilt to support its use.



d:
l:
lib:

n,m:

ns:

pa:
SC:
std:

delugger

language

library

maybeg(user gperience needed, supporAS systems)
no

noat present time, maybe in the future
netvork support

performanceool

parallelizationool

scheduletoad balancer
proposedtandard

yes



Index
Name ype [ Usefulio NAS | Page Number
HPF I std 12
HyperTool [+p n,m 33
Improv mp nm 139
Intel-Perf p m 104
IPD d m B
IPS-2 p m 113
Jade I nm 29
KAP pa n 123
KSR-Perf p m 107
Linda [+d+p m 92
LMPS lib n 85
Maritxu p m 118
MeldC [+d n 42
Mentat I n,m 37
MNFS ns n,m 149
Modula-2* I n 45
MPPE d+p m 91
Mtask lib n 86
O-0O Fortran I n,m 19
P-D Linda I n 61
P-Languages I n,m 17
P4 lib+p m 69
Pablo p m 112
Paadise mp n,m 141
PaaGraph m 105
Paallax l+p n 62
Paallaxis [+d+p n 43
PaaScope pa+d m 127
PaaSphere d+p m 93
Pamacs lib+p n,m 76

When the type entry has more than one items connected by "+", the first one is the pri-
mary type. Br example, "lI+d+p" mean the tool is a language withudggjers and perfer
mance tools hilt to support its use.

d:  delugger
I: language
lib: library

m:  maybeg(user gperience needed, supporAS systems)
mp: meta-toofor building performance tools

n: no

n,m: noat present time, maybe in the future

ns: netvork support

p:  performancéool

pa: parallelizatiortool

sc: scheduletoad balancer

std: proposedtandard

y:  yes



Index
Name ype Usefulio NAS | Page Number

Pati lib m 81
PAT pa+p m 130
PC++ I n,m 35
PCN [+d+p n,m 50
PCP/PFP I n 27
PDDP I n 28
PICL lib m 78
Polka mp m 143
Prep-P SC n 154
Prism d+p y 89
PVM lib m 67
Pyrros pa n 135
Sage mc m 138
Schedule pa+d+p n 134
Sisal [+d n,m 48
SPPL lib n A
SR | n 60
Strand88 [+d+p n,m 46
TCGMSG lib n,m 70
Tiny pa m 132
TopDomDec partsc m 150
Topsys [+d+p n,m 54
TotalView d m 95
UDB d m 97
Upshot p m 117
Vienna lertran | n 20
Visage l+p n,m 58
\Voyeur p n 116
X3H5 I std 14
XAB d m )
Xpdb d n 100

When the type entry has more than one items connected by "+", the first one is the pri-
mary type. Br example, "lI+d+p" mean the tool is a language withudggjers and perfer
mance tools hilt to support its use.

d:  delugger
I: language
lib: library

m:  maybeg(user gperience needed, supporAS systems)
mc: meta-toofor building compilers

mp: meta-toofor building performance tools

n: no

n,m: noat present time, maybe in the future

p:  performancéool

pa: parallelizatiortool

sc:  scheduletoad balancer

std: proposedtandard

y:  yes
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1. Parallel Languages

This part presents 35 parallel language some of whieé bals deeloped around
them. Sectionl.1 presents parallel languages based danding sequential dftran.
Section 1.2 presents languagedeading C. Section 1.3 lists parallelxgensions to
object-oriented language&ection 1.4 describes functional languages, logical languages,
and coordination languages (the languages which tie functions written in other languages
together). Thdanguages within each section are ordered according taaitakality on
the platforms in which NS is interested.
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1.1 Fortran-Based Languages

1.1.1 FORTRAN 90
Functions:
 Extensions to Brtran 77 for parallel programming
* Array operations:

» Extending arithmetic, logical, and character operations
and intrinsic functions to operate on arrafted operands

* Whole, partial, and mask array assignment (WHERE)

* Array-valued constants andmessions

» Usersupplied array-alued functions

* Intrinsic procedures to manipulate and construct arrays,
to perform @ther/scatter operations, and to support
extended computational capabilitievatving arrays

» Control statements and constructs:

* SELECT and CASE, DO WHILE/ENDDO, EX|Tand CYCLE

 Improved facilities for numerical computation
« Portable control wer numeric precision specification
* Inquiry as to the characteristics of numeric representation

 Improved control of the performance of numerical programs

* Intrinsic functions
* Dot product
» Matrix multiply
» Matrix reduction operations
» Userdefined data types
* Facilities for modular data and procedure definitions
* Pointers

* Dynamic memory allocation/deallocation

* INCLUDE facility to reduce the duplication of common declarations

* Recursve subroutine calls

» Parameterized intrinsic data types to include character sets
other than English

Useful to MAS: Maybe
(Emeging standard,
User eperience needed)
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Platforms: Theproposed standard is supported by:
Corvex, Cray Research, DEC, Intel,
MasRar, SGI, TMC, and Era

Operating System: Supported by each platform

Languages Supported: Fortran 90

Languages Used in Implementatioviendor dependent

Graphic User Intedce: None

Cost: \éndor dependent

Supplier: Thespecification is supplied by ISO/IEC
Contact: ISO/IEC

See referencé
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1.1.2 HPF (High Rerformance Fortran)
Functions:
* Extensions to &rtran90 for high performance parallel programming
* Directives:
* Data alignment and distution to increase locality of reference
 Assertion that the statements in a particular section of code

do not &hibit ary sequential dependencies
* Declaration of rectilinear processor arrangements

* FORALL statement and construct

* Pure procedures (procedures, functions, and subroutine that do not
produce side &cts) for elimination of undesirable consequences
such as non-determinism in parallgéeution

» Extended intrinsic functions and standard library:
* Basic operations that araluable in parallel algorithm design:

* Reduction functions

» Combining-Scatter functions (Performing combining
operations ona@thered data then scatter the results)

* Prefix/Sufix functions

» Sorting functions

* Bit-manipulation functions

» System inquiry functions:

 Actual mapping of an array at run time
* Number of processors and the topology of processors

* Extrinsic procedures:

* Interface to procedures written in other paradigms (e.g. message passing)
* Interface to other languages (e.g. C)

* Parallel I/O (same as indftran 90)
» Sequence and storage association

Useful to MAS: Maybe
(Emeging standard,
User eperience needed)

Platforms: Theproposed standard is supported by:
Alliant, Corvex, Cray Research,
DEC, Fujitsu, HPIBM, Intel, MasRr,
Meiko, nCUBE, and TMC
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Operating System: Supported by each platform
Languages Supported: HPF

Languages Used in Implementatioviendor dependent

Graphic User Intedce: None
Cost: \éndor dependent
Supplier: Thespecification is supplied by

High Performance éttran Forum

Contact: Adraft of "High Performancedttran
Language SpecificationVallable at:
titan.cs.rice.edu
in public/HPFF/draft/hpf-v10.ps
think.com
theorytc.cornell.edu
minena.npac.syedu
ftp.gmd.de

See referencé
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1.1.3 X3H5
Functions:
« Extensions to Brtran and C
* SPMD (Single Program Multiple Data), fork-join paradigm
» Shared-memory programming model

» Parallel constructs identifying a block of statements for paratiedigion
by one or more processes

» Worksharing constructs defining the units afriwthat shall be distrilied
among a team of processes

* [teratve wnstructs to distrilte entire block of statements to
each process

* Noniteratve constructs to distrilie s@eral blocks of statements,
one to each process

* Ordered or unordered disttibon of work

» Grouping constructs for grouping replicated code antksharing
constructs to reduce the synchronizatigarbead

* Synchronization:

* Implicit at the bginning and the end of of parallel constructs, at
the end of wrksharing constructs, and at the end of grouping
constructs

* Explicit by using a critical section construct, a lock, aeng
or a sequence

« Control not allaved to be transferred in or out of an enclosing parallel
construct, wrksharing construct, grouping construct, or critical section
construct

* Attribute to classify a data object ast available, private, or shared

Useful to M\S: Maybe

(Emeging standard,

(User eperience needed)
Platforms: \éndors participating in definition of

proposed standard: CRAComputer Co., CRX
Research In., DEC, IBM, Sun, NEC, KA, Alliant

Operating System: Provided by each platform

Languages Supported: Fortran, C
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Languages Used in Implementatiorendor dependent

Graphic User Intedce: None
Cost: \éndor dependent
Supplier: Thespecification is supplied by

ANSI Technical Committee X3H5

Contact:
anorymous ftp to lynx.cs.orst.edu

in pub/x3h5

See reference 6 7
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1.1.4 ADAPTOR (Automatic DAta Parallelism TranslatOR)
Functions:
* Extensions to Brtran 77
* Array syntax as defined by#fran 90
* Parallel loops (forall)
« Data layout/distribtion directves

* Libraries for message passing and for global operations of
distributed arrays

* Source-to-source translation to generatetifan 77 programs with
message passing

* Support for both interacte node and batch mode

Useful to M\S: No
(Similar to HPF
Useful concepts are ity to be
absorbed in standardizatioriaet in USA)

Platforms: CM5KSR-1, iPSC/860, Alliant FX/2800,

A network of workstations using PVM,
Pasytec GCel, Meit Concerto

Operating System: Supported by the platforms
Languages Supported: CM Fortran, Subset ofdftran 90
Languages Used in Implementation: C, GMD compiler generator
Graphic User Intedce: Athenavidgets, X-Wndows system
Cost: None

ftp.gmd.de (129.26.8.90)

in subdirectory gmd/adapt

Supplier: GMD,I1.HR, Schloss Birlingheen,
D-5205 St. Augustin, \8st Germay

Contact: DrThomas Brandes
(49) 2241 - 14/2492
brandes@gmdzi.gmd.de

See referencé
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1.1.5 P-LANGUAGES
Functions:
» Extensions to C anddftran

* A shared memory programming model for assoegahd commutatie
binary operations on message-passing machines

* Single program multiple data model

* Source-to-source transformation

 Deadlock preention

* Dependence analysis to acleeovelapped communication and computation

« Communication verhead reduction by consolidating nyasommunication
statements into one and hence increasietpge message size

Useful to M\S: Noat present time
Maybe in the future
(User eperience needed,
Does not supportdttran,
Does not support all AS platforms,
Research project)

Platforms: iIPSC/2PSC/860, Delta, KSR-1, Ncube 2
Operating System: Provided by each platform
Languages Supported: PC, Pfortran

Languages Used in Implementation: CxLand Yacc
Graphic User Intedce: None

Cost: $10,000
Academic discountsvailable
Manual &ailable via anogmous ftp from
karazm.math.uh.edu

Supplier: Departmerdaf Mathematics
691 Phillip Guthrie Hdfman Hall
University of Houston
Houston, TX 77204--3476

Contact: L.Ridgway Scott
(713) 743-3445
Scott@UH.EDU

See referencé
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1.1.6 FORCE

Functions:
 Extensions to brtran for shared-memory multiprocessors

 Statically and dynamically scheduled parallel loops

* Parallel CASE statements

* Barriers

* Critical sections

* A construct for requesting processors xeceite diferent
sections of code (functional parallelism)

» Operations to access us#gfined asynchronousnables
(e.g. ProduceConsume, ¥id, Copy, and Isfull)

* Translation of a &rce program to adftran 77 program with
system dependent parallel construct.

Useful to M\S: Noat present time
Maybe in the future
(User eperience needed,
Shared memory only
Research project)

Platforms: ¥MP, CRAY2, KSR1, Encore,
Sequent, Corex, Alliant

Operating System:  Provided on each platform

Languages Supported: Force

Languages Used in Implementatidfortran 77 and C

Graphic User Intedce: None

Cost: None

Supplier: Computesystems Design Group
Electrical and Computer Engineering
University of Colorado
Boulder Colorado

Contact: DrHarry Jordan
(303) 492-7927
harry@bouldecolorado.edu
Dr. Gita Alaghband
(303) 556-2940
gita@bouldercolorado.edu

See referencd? 11



-20 -

1.1.7 OBJECTORIENTED FORTRAN
Functions:

* Extensions to Brtran to support declaration, creation and
management of objects

* A preprocessor to translate these constructs into standard
Fortran 77

* A library of routines for message passing and object management
* Aninterface to C++
» Management of parallekecution of instancies of objects
Useful to M\S: Noat present time
Maybe in the future
(User eperience needed,

Not all NAS platforms supported
Research project)

Platforms: InteiPSC/860, Delta, SGI Reer Iris,

SGI Personal Iris, IBM RS6000, Sun
Operating System: Provided by each platform
Languages Supported: Fortran77, C++

Languages Used in Implementation: C
Graphic User Intedice: None
Cost: None

Supplier:  Engineerinfesearch Center for Computational Field Simulation
Mississippi State Unersity/ National Sciencedtindation
PO Box 6176
Mississippi State Unersity, MS 39762

Contact: Donndreese
(601) 325-2656
dreese@erc.msstate.edu

See referencé?



-21-

1.1.8 VIENNA FORTRAN COMPILA TION SYSTEM
Functions:

» Source-to-source translation fronievina rtran or rtran 77 to
Fortran with eplicit message passing

» Code generation for supportedgat machines
» Automatic parallelization andeetorization

* A batch command language to enable the creation of batch files which
may be automatically applied to arfran program

* A set of analysis services and a transformation catalog for intexacti
user input to guide the system through the parallelization process

» Automatic recording of the sequence of transformatigasuted and
automatic gecution of the sequence in the batch mode

Useful to M\S: No
(Not all NAS platforms supported,
Useful concepts are ity to be
absorbed in standardizatioriaet in USA)

Platforms: InteiPSC-860, SUPRENUM supercompyter
Genesis-P machine, all distued memory
multiprocessors on whiclARMACS (\ersion 5.0)
runs. SUN SRRCstation with a minimum of 8
Megabytes disk storage,

(Additional disk space is required for the parallelization of user code.)

Operating System:  Provided by each platform

Languages Supported: Vienna Brtran, fortran 77

Languages Used in Implementation: GNU C

Graphic User Intedce: X11R50SF/Motif

Cost: None

Supplier: Unversity of Vienna,
Institute for Statistics and Computer Science
Bruenner Str72
A-1210 Menna
Austria

Contact: Dr Peter Brezan
+43-222-392647-227
brezay@paruniie.ac.at

See referencds 14 15
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1.1.9 FORTRAN D

Functions:
» Extensions to Brtran 77 or Brtran 90:

* A data decomposition diregg for declaring an abstract problem
domain (ind& domain) which may also be considered a virtual
processor set

* An aray alignment directie for mapping arrays onto the
problem domain

* A data distrilution directve for grouping elements of the
decomposition and aligned arrays, and for mapping them to the
parallel machine (Each dimension can be local or digegin
a bock, gyclic, or block-gclic manney)

* A control directve for deterministic parallel loopxecution

» Compiler optimization:

» Symbolic and dependence analysis

» Data and computation partitioning

» Overhead reduction by combining messages based on data
dependences

* Lateny hiding by overlapping communication with computation

* Collective mommunication gploitation (e.g. broadcast & reductions)

* Parallelization of reductions and pipelined computations

* Interprocedural reaching decompositions calculation

« Efficient one-pass interprocedural compilation

* Translation of a &rtran D program into an SPMDbfran 77
message-passing program

Useful to MAS: Maybe
(Technology deelopment prototype for HRF
Useful for tool deelopment)

Platforms: Surgparc, IBM RS6000
Generates code for IPSC/860

Operating System:  Provided by each platform

Languages Supported: Fortran77

Languages Used in Implementation: C and C++(g++ compiler)
Graphic User Intedce: X11R4

Cost: $150or site license

Supplier: Centefor Research ondrallel Computation

Dept of Computer Science
Rice Unversity
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Contact: Theres@hatman
(713) 527-6077
tlc@cs.rice.edu

See referencé® 17
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1.1.10 FORRAN M

Functions:
 Extensions to Brtran 77 for parallelism at taskvks

* Constructs for eplicit declaration of communication channels to
plug together program modules called processes (Modularity)

* Capability of encapsulating common data, subprocesses, and
internal communication as processes (Modularity)

* Restricted operations on channels to guarantee deterministic
execution, &en in dynamic computations that create and delete
processes and channels (Safety)

* A non-deterministic construct for specifying time dependent actions

* Type checking for channels at compiler time (Safety)

* Tools to specify the mapping of processes to virtual processors
(Architecture Independence: separate the specification that influences
only performance from those that influence correctness)

» A compiler to optimize communication and computatiorfi¢iEfncy)

Useful to M\S: Noat present time
Maybe in the future
(User eperience needed,
Does not support AS platforms,
Functional parallelism on)y
Research project)

Platforms: Sequer8ymmetry Sun sparc, NeXT
Distributed memory ports scheduled

Operating System: Dynix V3.1.4 with RastThreads thread library
SunOS 4.1.1, NeXTStep 2.1 or 3.0

Languages Supported: Fortran M
Languages Used in Implementation: C and Perl

Graphic User Intedce: None

Cost: None

Supplier: Mathematicand Computer Science \ision
Argonne National Laboratory
Argonne, Il

Contact: larFoster

(708) 252-4619
fortran-m@mcs.anl.go

See referencé®
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1.1.11 CODE 2.0
Functions:
* A large-grain datafdy language for desloping parallel programs.

* Graphical interfce for users to dnacommunication structure
of programs

* Nodes for sequential computations defined as calls to routines
expressed in a sequential language

* Arcs for data-flav dependences between nodes

* User defined firing rules for nodes

* Mechanism for controlled use of sharediables

* User defined types.

* Support for hierarchical programopment
 Support for program graphs whose topology is determined at runtime
» Automatic program performance instrumentation
Useful to M\S: Noat present time
Maybe in the future
(User eperience needed,
Does not support AS platforms,
Functional parallelism on)y
Research project)
Platforms: Sequer8ymmetry Sun 4 workstations
(Plan to port to IBM RS/6000, and produce
sode for Sequents, Intel iIPSC/860, and oeks
of workstations)
Operating System:  Provided by each platform
Languages Supported: Code 2.0 (Sequential code should be in C)
Languages Used in Implementation: C++
Graphic User Intedce: X11R4r X11R5
Cost: TBD

Supplier: Deptof Computer Sciences
University of Texas at Austin

Contact: Jame€. Brovne
(512) 471-9584
browne@cs.uteas.edu

Peter Neiton
(512) 471-9735
nevton@cs.uteas.edu



See referencé?®
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1.1.12 GRIDS

Functions:

» A computing emironment for grid-based numerically intevesi
computation

* Declaratve language forwerall control of solution method

*» Topology description separated from computational algorithms

* Grid constructs asxéensions to &rtran for computational
algorithms

* A runtime system whichxploits knavledge of the parallelism inherent
in the problem and the grid based solution methods (Explicit parallel
programming not needed)

* Support for rgular and irrgular grids

* A preprocessor to translate a Grids code (topoldgglaratve part,
and etended Brtran procedures) to standarorfran

Useful to M\S: Noat present time
Maybe in the future
(User eperience needed,
Does not support AS platforms,
Research project)

Platforms: Netwrks of IBM RS6000
Operating System:  AIX 3.2

Languages Supported: Fortran77

Languages Used in Implementation: C

Graphic User Intedce: X11R5

Cost: $400
$135 for educational and research institutions

Supplier: Institutdor Parallel and Distribted
High Performance Systems (IPVR)
University of Stutt@rt
Breitwiesenstr20-22
W-7000 Stuttgrt 80
Germary

Contact: ProfAndreas Reuter
(+49) 711 7816 449
Andreas.Reuter@informatik.uni-studid.de

See referencé®
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1.1.13 PCP/PFP (Brallel C/Fortran Preprocessor)
Functions:
 Extensions to C anddftran.
* Fork-join parallel programming model on shared-memory multiprocessors
« Constructs to group processor resources into teams of processors
 Synchronization-free control constructs

» Low-overhead control constructs (On the order of a couple of local
memory references)

Useful to M\S: No
(Does not support AS platforms,
Limited programming paradigm,
Research project)

Platform: BBNTC2000

Operating System:  UNIX

Languages Supported: C, Fortran77

Languages Used in Implementation: Glaad Yacc

Graphic User Intedce: None

Cost: None

Supplier: Lavrence Lvermore National Laboratory L-560
P.O.Box 808 Lvermore CA 94550

Contact: BrenGorda
(510) 294-4147
brent@igomersc.gu

See referencél 22



-29.-

1.1.14 PDDP (The Brallel Data Distribution Preprocessor)
Functions:
* Extensions to Brtran
* Data parallel programming model on shared memory systems
* Array syntax
* Directives for data distribtion
* Library functions for global operations

* Translation of a PDDP program into arffan program using PFP
(see entry for PCP/PFP)

Useful to M\S: No
(Does not support AS platforms,
Limited programming paradigm,
Research project)

Platform: BBNTC2000

Operating System:  UNIX

Languages Supported: Fortran77

Languages Used in Implementation: C, LEX ak{C¢€

Graphic User Intedce: None

Cost: None

Supplier: Lavrence Lvermore National Laboratory L-560
P.O.Box 808 Lvermore CA 94550

Contact: BrenGorda
(510) 294-4147
brent@igomersc.gu

Karen Warren
(510) 422-9022

See referenceés 24
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1.2 C-Based Languages
1.2.1 ADE

Functions:

* A declaratve, data-oriented language for coarse-grain parallel
programming

* Presenation of the abstractions of serial semantics and a single address
space

* Constructs for specifying oa program written in a standard sequential,
imperatve programming language accesses data

* Translation of a C program with Jade constructs into a C program with
calls to the Jade implementation

» Dynamic interpretation of Jade specifications to determine which
parts of the program cameeute concurrently without violating
the serial semantics

» Generation of the data mement messages required to implement
the abstraction of a single address space on disgtdbmemory
machines

Evaluation:
(By Martin Rinard of Stanford Uweérsity)
Applications:

» Water Code: Devied from the Perfect Club benchmark mdg.
Simulates \ater in the liquid state

* String: Seismic application from the Department of Ge@jits,
Stanford Unwversity. Performs geopysical travel-time tomograpij.
Reconstructs aelocity field from cross-well trael time data

* \Volume Rendering: Department of Computer Science, Stanford
University. Uses wlume rendering to visualize 0/Ascan data sets.

Strong points:

+ Jades astraction of serial semantics eliminates nondeterministic,
timing-dependentunys: all parallel xecutions of a Jade program
deterministically generate the same result as the sgealiteoon.

« Jades abstraction of a single address space eliminates the need
for programmers to manage the disitibn of data across the
parallel machine.

» Programmers can fefctively use Jade to delop coarse-grain parallel
programs thatxecute eficiently on a range of parallel architectures.



Weak points:
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» No support for writing nondeterministic programs
* No user control for the lv-level execution of the program
for maximal eficiency

Useful to NAS:

Platforms:

Operating System:

Languages Supported:

Noat present time

Maybe in the future

(User perience needed,

Does not supportdftran,

Does not support all AS platforms,
Research project)

IntelPSC/860, Stanford ASH,
SGI 4D/240, DEC, Sun, SGI

Provided by each platform

C

Languages Used in Implementation: C

Graphic User Intedice: None

Cost:

Supplier:

Contact:

See reference&® 26 27

None

Departmerdaf Computer Science
Stanford Unversity

MartinRRinard
(415) 725-3722
martin@cs.stanford.edu
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1.2.2 CHARM
Functions:
* Extensions to C for shared-memory and message-passing systems
» Message-dven, non-blocking, xecution for lateng tolerance
* Reusable modules and libraries
* Information sharing abstractions

* A notation for specifying dependencies between messages and
pieces of computation

» Generation of C code with machine-specific parallel constructs
* Dynamic and static load balancing
* Trace generation and visualization for performance optimization
Useful to M\S: Noat present time
Maybe in the future
(User eperience needed,
Does not supportdttran,
Does not support all AS platforms,
Research project)
Platforms: iIPSC/860PSC/2 NCUBE, Sequent Symmetry
Encore Multimax, Netwrks of (Unix) workstations,
(Being ported to CM5)
Operating System:  Provided by each platform
Languages Supported: C (C++ soon)
Languages Used in Implementation: C
Graphic User Intedice: XMotif for the performance igualization tools.

Cost: None
Anonymous ftp with conditions

Supplier: Departmerdaf Computer Science
University of Illinois at Urbana Champaign

Contact: L.VKale
kale@cs.uiuc.edu

See referencé® 2°
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1.2.3 DINO
Functions:
* C extensions for data parallel programming

* Process creation, management, and termination
* Process communication and synchronization

* Global operations

* Data partitioning and mapping

* SPMD Paradigm
Useful to M\S: Noat present time
Maybe in the future
(User eperience needed,
Does not supportdttran,

Does not support all AS platforms,
Research project)

Platforms: iIPSC/2PSC/860,

network of Sun verkstations,
(A Sun required for the front-end of the compiler)
Operating System:  Sun/OS for the front end
Languages Supported: C
Languages Used in Implementation: @séal

Graphic User Intedce: None

Cost: None

Supplier: Unversity of Colorado

Contact: Bobbyschnabel
bobby@cs.colorado.edu

See reference? 31



1.2.4 HYPERTOOL
Functions:
» C extensions for parallel programming

* Notation to define a procedure as anvruible unit of
computation to be scheduled on one processor

* Single assignment property ofyaparameter of a procedure.

* Directives IN and OUT for specifying whether the parameter
is read-only or read-write.

* Dataflaw firing rule for procedure scheduling. (A procedure
can be recuted if all input of the procedure arevalable.)

* Task graph generation from the datavfluetween procedures

* Translation of a Hypedol code to a C code with message-passing
between procedures

» Static scheduling of processes to processors on distdbememory
machines

» Performance estimates and measurements for parallel programs
(speedup, ditiengy, uspension time, communication time, etc)

Useful to M\S: Noat present time
Maybe in the future
(User eperience needed,
Does not supportdttran,
Does not support all AS platforms,
Functional parallelism on}y
Research project)

Platforms: iPSC/2PSC/860
Tool runs on: SRRC

Operating System:  Provided by each platform

Languages Supported: C

Languages Used in Implementation: C

Graphic User Intedce: None

Cost: None

Supplier: Departmerdaf Computer Science

State Unversity of New York
Buffalo, NY 14260
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Contact: Min-You Wu
(716) 645-3185
wu@ocs.liffalo.edu

See referenceé?
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1.3 Object-Oriented Languages

1.3.1 PC++ (Rrallel C++)
Functions:
* A data-parallel gtension to C++
* Collection class for concurrent aggetes (structured sets of
objects that are distnitbed wer the processors and memories in
a parallel system)

» Concurrent application of arbitrary functions to the elements
of arbitrary distrilnted, aggrgate data structures

* Collection alignment and distuition: (similar to HPF)

» Template objects for specifying distutied collections in
a gven computation in relation to each other

* An dignment object for mapping a collection to a template.
» Kernel class:
* A global name space for the collection elements

» Method for managing parallelism and accesses to collection
elements.

* Collection library to preide a set of primitie dgebraic structures
that may be used in scientific and engineering computations

* Distributed array for Brtran 90 style arrays and array
operations

« Distributed matrix and distrilted \ector class for BLAS-3
level operations

* Blocked distrituted matrix and bload distrituted \ector
for exploiting well tuned sequential class libraries for
matrix vector computations

« Grid classes for finite dérence and finite element
applications.

» Dynamic structures (trees, unstructured meshes, dynamic
lists, and distribted queues)

* A preprocessor that translate a pC++ code into C++ code



Useful to NAS:

Platforms:

Operating System:

Languages Supported:
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Noat present time

Maybe in the future

(User &perience needed,

Does not supportdftran,

Does not support all AS platforms,
Research project)

CM-5Paagon, Sequent,
BBN TC2000, all verkstations

Supported by each platform

pC++

Languages Used in Implementation: C++, C

Graphic User Intedce:

Cost:
Supplier:

Contact:

See referenc®

None

None
IndiandJniversity
Dennissannon

(812) 335-5184
gannon@cs.indiana.edu
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1.3.2 MENTAT
Functions:
* Extensions to C++ for parallel programming:

 Data-drven computation model

* User specifications for parallelism (by identifying the object
classes whose member functions are digaht computational
compleity to allow efficient parallel gecution)

» A compiler which automatically detects the data and control
dependencies between Mentat class instaneelvéd in irvocation,
communication, and synchronization

* A run-time system:

* Support for method wocation by remote procedure call (The
compiler decides where and whether the caller needs to block, and
generates code for required synchronization and communication.)

» Program graph construction

» Communication and synchronization management

* Support for a graph-based, dataven computation model in
which the ivoker of an object member function need noaiw
for the result of the computation, or raeeha ©py of the result.

Useful to M\S: Noat present time
Maybe in the future
(User eperience needed,
Does not supportdttran,
Does not support all AS platforms,
Research project)

Platforms: iIPSC/2PSC/860 (@mma),
SGl Iris, Sun 3 netark, Sun 4 (Sparc) netwk,
(In progress: &agon, CM-5, RS/6000)

Operating System:  Provided by each platform

Languages Supported: MPL - an etended C++

Languages Used in Implementation: C++

Graphic User Intedce: None

Cost: None

awailable by ftp uacs.cs.viginia.edu
in pub/mentat
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Supplier: Departmerdaf Computer Science
University of Virginia
Thornton Hall
University of Virginia
Charlottesville, Wfginia 22903

Contact: Andrer Grimshaw
(804) 982-2204
grimshav@virginia.edu
mentat@viginia.edu

See referenceé4 35



- 40 -

1.3.3 COOL (Concurrent Object Oriented Language)
Functions:

» Extensions to C++ designed tepeess task-hel parallelism for shared
memory multiprocessors

* Declaration of C and C++ member functions as parallexpoess
concurreng

* A shared address space for communication between parallel
functions

» Monitors for synchronization between shared objects

« Condition variables for gent synchronization

* A construct for fork-join style synchronization at taskele

* Abstractions for programmsupplied information about the
data reference patterns of a program

» A yacc-based translator that translates a COOL program into a C++
program

* A runtime system that schedules tasks and dig&#hthe data to
increase locality (based on the data reference information), and
balances the load

* MTOOL for identifying memory system and other performance bottlenecks
in programs

* MemSp, a smulation-based tool, to study the memory system\ieha
in detail and identify the causes of poor performance

» Tango, a simulation-based tool that aious to study the program
performance under ddrent memory hierarchies

Useful to M\S: Noat present time
Maybe in the future
(User eperience needed,
Does not supportdttran,
Does not support AS platforms,
Research project)

Platforms: EncordultiMax, Stanford DASH
multiprocessqrSGI workstations

Operating System:  UNIX
Languages Supported: COOL
Languages Used in Implementation: C, C++

Graphic User Intedce: None
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Cost: None
anorymous ftp from cool.Stanford.EDU

Supplier: Computesystems Lab
Stanford Unversity

Contact: RohiChandra
(415) 725-3648
rohit@cool.Stanford. EDU

See reference® 37
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1.3.4 CC++ (Compositional C++)

Functions:

 Extensions to C++ for compositional parallel programming

« Statements for creating wethreads of control upon entering a
block of statements (gy word par proceeding compound C++

statements)

* A statement for parallel threads whose number is determined at

run time parfor)

* A statement for starting a wethread and returning immediately
to the calling processpawr)

* A sync \ariable for synchronization and communication between

parallel threads

* A logical processor object forgelar C++ global declarations
(no shared address space outside a logical processor object)

* Data parallel, task parallel, and object parallel

» Shared memory and message passing

Useful to M\S:

Platform:
Operating System:

Languages Supported:

UNIX

Noat present time

Maybe in the future

(User eperience needed,

Does not supportdttran,

Does not support AS platforms,
Research project)

Sequerbymmetry Sun, SGI

CC++

Languages Used in Implementation: C, C++

Graphic User Intedce: None
Cost: None
ftp cswax.cs.caltech.edu
in comp
Supplier: Californidnstitute of Bchnology
Contact: CarKesselman

(818) 356-6517
carl@vlsi.cs.caltech.edu
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1.3.5 MELDC
Functions:
* A C-based object-oriented coordination programming language

* Support for a wide range of highve features for programmers to cope
with problems in designing open systems

* Support for irvestigation of the language architecture without modifying
the language internals

* A MeldC variant of the gdb delgger
Useful to MAS: No

(Does not support AS platforms,
For research in language design)

Platforms: SundDecStations
Operating System: SunOS 4.1, Ultrix 4.2
Languages Supported: MeldC

Languages Used in Implementatio@:and assembly

Graphic User Intedce: None
Cost: None
Supplier: Programmingystem Laboratory

Department of Computer Science
Columbia Unversity

Contact: ProfGail E. Kaiser
MeldC@cs.columbia.edu

See reference® 39 40



1.3.6 ARALLAXIS
Functions:
 Extensions to Modula-2 for data parallel (SIMD) programming

» Means to describe the virtual parallel machine, the number
of identical processors with local memgitye names of communication
ports, and the netwk topology for dataxxhange among PEs

« Smulators on wrkstations and PCs forad#oping and
delugging parallel programs

» Compilers for massely parallel computers
* Trace generation fordpPallaxis programs

* Displays for the load of the processing elements as a function
of the eecution time

* Displays for the connection structures between PEs arall&«is program

Useful to MAS: No
(Modula-2 is not considered byA$)

Platforms: CM2Mashkar MP-1,
Sun3, SRRCstation/Sun4, DECstation,
HP/Apollo 700, IBM RS-6000,
Apple Macintosh, IBM-PC compatibles

Operating System:  SunOS Release 4.1, DEC TRIX V4.2,
HP-UX 8.07, IBM AIX \ersion 3

Languages Supported: Paallaxis
Languages Used in Implementation: C
Graphic User Intedce: X11R5

Cost: None
anorymous ftp:
ftp.informatik.uni-stuttgrt.de
(129.69.211.1)
in pub/parallaxis

Supplier: Institutdor Parallel and Distribted Supercomputers,
Univ. Suttgart, Breitwiesentr
20-22, D-7000 Stuttyt 80,
Germary

Contact: Dr Thomas Braunl
+49 (711) 781-6390
braunl@informatik.uni-stutigyt.de



See referencé! 42
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1.3.7 MODULA-2*
Functions:

 Extensions to Modula-2

* An abitrary number of processes operating on data in the same,
single address space

» Synchronous and asynchronous parallel computations
* Arbitrarily nested parallelism
* All abstraction mechanisms of Modula-2

» Automatic process and data disttion by the compiler

Useful to MAS: No
(Modula-2 is not considered byA$)

Platforms: MasBr MP1, a netark of SUN4,
single SUN4 station
(DEC workstations soon)
Operating System:  UNIX
Languages Supported: Modula-2*

Languages Used in Implementation: Modula-2 (MOCKA compiler), C
COCKTAIL compiler generation tools

Graphic User Intedce: None
Cost: None
Anonymous ftp from iraunl.uka.de
in pub/programming/modula2star
Supplier: Institufuer Programmstrukturen und Dategarisation
Fakultaet fuer Informatik, Uniersitaet Karlsruhe
Postach 6980, W7500 Karlsruhe 1, Germgn

Contact: ErnsA. Heinz
heinze@ira.uka.de

Paul Lukowicz
lukowicz@ira.uka.de

Michael Philippsen
lukowicz@ira.uka.de

++49/(0)721/6084386

See referencd3 44



1.4 Others
1.4.1 STRANDSS8

Functions:
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* A Prolog-like parallel processing language and@epment emironment

* Interfaces for calling C and/ooRran sequential routines

* Tools that monitor processor and communication load, and visualize

the data

* Library of parallel services, includingorker-manager task management
and produceconsumer communication streams

A symbolic, single-stepping delgger

* The Strand Abstract Machine:

* Support for specification of user application topology
» Automatic mapping of the application topology into the topology

Useful to M\S:

Platforms:

Operating System:

Languages Supported:

of the distriluted-memory machine or a netek of computers
("Virtual Topology" facility)

Noat present time

Maybe in the future

(User eperience needed,

Does not support all AS platforms,
Functional parallelism only)

iPSC/860PSC2/386, nCube 2,

Transputer/Helios, Sequent Balance/Symmetry
Alliant FX/2800, Encore Multimax and 91XX
Series, Sun 600MP Multiprocessingkistation,

Sun SparcStation, MekComputing Surdice, HP9000
MIPS RISCstation, Cogent XTM #vkstation,

Macll, IBM PS/2, RS/6000, NeXTPyramid,

TI TMS320C40 Digital Signal Processor

Provided by each platform

Strand88, brtran, C

Languages Used in Implementation: C, Assembly

Graphic User Intedice: X1lversion pravided with the Sun OS

Cost:

Approximateh$1000/node commercial

60% educational discount
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Supplier: Rrallel Performance Group, Inc.
3368 Gaernor Drive, Suite F269
San Digo, CA 92122

Contact: DrSuart BarOn
(619) 737-973
strand@ppg.strand.com
4956839@mcimail.com

See referencd®
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1.4.2 SISAL
Functions:
* A general purpose functional language for parallel numeric computation

» Constructs toxpress scientific algorithms in a form close to their
mathematical formulation with nxplicit program control flar

* An interface that allers Sisal programs to call C andrkan and
allows C and Brtran programs to call Sisal

» Automatic &ploitation of parallelism
 An optimizing compiler
» A symbolic delugger

Evaluation:

(By Chris Hendrickson and Da Hardin of Lavrence Lvermore
National Laboratory)

Strengths:

* Programs can be written in Sisalster than thecan be written
in corventional imperatre languages.

* Programs in Sisal tend to be shorter in length.

* A Sisal program isxecutable on single as well as multiple
processors, with no code changes needed.

* Porting between machinesviolves only recompilation.

» Most Sisal programs outperform egplént Fortran programs
compiled using automaticeetorizing and parallelizing tools.

Useful to M\S: Noat present time
Maybe in the future
(User eperience needed,
Does not support message-passing)

Platforms: CrayX/MP, Y/MP, Cray-2, C90,

Alliant, Encore, Sequent,
Suns, Sparcs, IBM PCs, Macintosheaxas

Operating System:  UNIX (BSD or AT&T)



-50 -

Languages Supported: Sisal
Languages Used in Implementation: C

Graphic User Intedice: None

Cost: None
Supplier: Computindresearch Group

Lawrence Lvermore National Laboratory
Contact: Joh. Feo

(510) 422-6389

feo@lInl.gor

Thomas M. DeBoni
(510) 423-3793
deboni@lInl.ge

See referencd6 47 48 49
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1.4.3 PCN (Pogram Composition Notation)
Functions:
* A C-like language for writing parallel programs:

* Facilities for constructing a parallel program by combining
simpler components in parallel, sequential, and choice blocks

* Support for components written in C, oofiran (Components
can be written in PCN)

* Constructs for specifying mocomputation is mapped to
physical processors

* Facilities for reusing parallel code (templates)

« Standard libraries for 1/0, mapping, etc

* A highly portable compiler:
* Message-passing code generation for disteid memory machines
» Shared-memory reads and writes on shared memory machines
* An interface to the C preprocessor for macros, and conditional
compilation
* Integrated source-\& delugger for PCN programs
* Performance analysis tools for PCN programs

* Upshot: @ent trace collection, analysis, and visualization
» Gauge: profile collection, analysis, and visualization

Useful to M\S: Noat present time
Maybe in the future
(User eperience needed,
Does not support all AS platforms,
Functional parallelism only)

Platforms: InteiPSC/860, Delta, Sequent Symmetry
Sun 3, Sun 4, NeXTBM RS/6000, HP 9000
(series 800, 700, and 300),
ECstation 5000 (and 3100), SGI Iris
Operating System:  Provided by each platform
Languages Supported: PCN, C, ortran
Languages Used in Implementation: C
Graphic User Intedce: X11RSor performance analysis tools
Cost: None
anorymous ftp from info.mcs.anl.go
in directory pub/pcn

Supplier: Agonne National Laboratory



Contact:

See reference? 51
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larF-oster
(708) 252-4619

Steve Tueclke
(708) 252-8711

pcn@mcs.anl.go
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1.4.4 LINDA
Functions:
» Languagedensions to C anddftran for parallel programming

* A coordination langge for creating parallel or distuted applications
via a virtual shared memory paradigm

* Source leel debugger (upeScop)

* Graphical user integice

» Based on the shared memory

* Interface for processes to attach to standard souvebdiebuggers
(e.g. dbx)

* Consisteng checking for tuple space usage

» Monitors message tifed and mees Linda run time library to reduce the
traffic

* Tuple space usage visualization
Evaluation:
(By Alan Karp of HRthe work was done when heas with IBM)2
Application:

Linpack 100 code on 5 IBM RS/6000¢ep Ethernet

and 3 IBM RS/6000swer the Serial Link Adapter (SLA)
fiber optical channel. Thexperiment vas finished in
Aug., 1991

Strengths:

* Linda does what it says it will do and does it well.

* The code is stable, does not crash the system, has only
minor kugs

» Overhead of using the disttiibed tuple space is small in this
experiment. The message latgrand bandwidth are the same as
measured in a program using Express (Done by &hgd/éf IBM)

Weaknesses:

* The netvork performance\er the SLA is disappointing. In
the 6ms it ta&s to get a small tuple from another machine
one can hee exeuted 60,000 floating point operations eBv
accessing a local tuple consumes the time needed to do 3,000 flops.

Useful to MAS: Maybe
(User eperience needed,
Does not support all AS platforms)
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Platforms: IPSC/2Sun, IRIS, IBM RS6000,
Apollo, Encore, Sequent

Operating System: Provided by each platform
Languages Supported: C, Fortran77
Languages Used in Implementation: @rtFan

Graphic User Intedice: X11R4or delugger

Cost: $4,995/1@vorkstation

$30,000 for iPSC/2
Supplier: ScientifiComputing Associates Inc.
Contact: SudyBharadvaj

(203) 777-7442
software@sca.com

See reference3 54
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1.4.5 TOPSYS (TOols for Parallel SYStems)

Functions:

» Autonomous objects for parallel programming (tasks, semaphores, and
mailboxes)

* A location-transparent message passing library MMK, i.e. The user
needs only specify the name of the reitgj object (task, mailbox,
semaphore), not a psical resource (such as processor).

* Parallel delngger DETOP:

* Inspecting objects by their names used in the source code

» Observing and altering paralletezution at run time

* Breakpoint types (control fig data flav, concurreng predicates)
selectable by user

* Distributed breakpoints

* Trace types (data tracesgeution traces, concurreyptraces,
traces of object interaction) selectable by user

* Display of source code and on-line help

* Single step mode (procedure steps, statement steps)

* Global view of distributed system

* Monitoring of communication

* Parallel performance monitoAPOP:

» System level, Node level, Object level
* Specifying objects to be monitored by names used in source code
 User interaction at run time

* Parallel program visualizer VISJP:

* Specifying objects to be monitored by names used in source code
 User interaction at run time
* A menu drven slection of objects to be animated in iconified
form or deiconified with additional information
* Scrolling
» Automatic replay atariable speed

* Process-processor mapping according to user specification

» Dynamic load balancing

Useful to MS:

Platform:

Noat present time

Maybe in the future

(User eperience needed,

Does not support all AS platforms and OS)

IPSC/2iPSC/860, RRSYTEC SC, EDS

Operating System:  NX/2, Parix, CHORJS
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Languages Supported: C, Fortran77
Languages Used in Implementation: C, C++
Graphic User Intedce: Xwindows

Cost: foriPSC systems site license $700
for Parsytec systems: license bgrBitex required

Supplier: Institufur Informatik
Technische Uniersit"at Munchen
Po.b. 20 24 20
D-8000 Munchen 2
Germary

Contact: ProfDr. A. Bode
++49-89-2105-8240
bode@informatik.tu-muenchen.de

See reference® 6
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1.4.6 CAPER (Concurent Application Programming Environment)
Functions:
* A visual programming tool to assist parallel programming in tigelar

* Support for medium-grained parallel programming

* A reusable block methodology with dataxflog between blocks to
encourage tlding-block approach to parallel programming

* Facilities for epressing communication

*» Generic parallel algorithms to help in paralleliskrtraction
(e.g. Sort, Prefix, Search, and Matrix Algorithms)

* A preprocessor:

» Code generation for data distuidon, parallel 1/0, and
distributed data restructuring

» Code generation for communication, taskocation and
synchronization

» Smple delugging fcility for ekamining processes and communication
states

* Basic performance monitoring

Useful to M\S: Noat present time
Maybe in the future
(User eperience needed,
Does not supportdftran,
Does not support AS platforms)

Platforms: HPGnultiprocessgrNCR 3450, NCR 3600,
network of SUN-3, SRRC workstations

Operating System: UNIX or VORX

Languages Supported: C, C++, Concurrent C

(Planned: HP FORRAN)
Languages Used in Implementation: C, C++, Concurrent C

Graphic User Intedce: X11R3-R5

Cost: Available internally to A&T since 1989
Will be available to external users
in Dec. 1993 to selected customers
at nominal cost

Supplier: A&T/NCR

Contact: BinaySugla
(908) 949-0850
sugla@research.att.com



See reference’
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1.4.7 VISAGE (VISual Attrib uted Graph Environment)
Functions:

* A graph-based parallel programmingse#anment for functional
decomposition on distrilied memory multiprocessors

* A large-grain datafi based graphic language for prototyping:

* Specification of task dependence graph
» Graph annotation with parameters such as message length,
messages distnithon, probability of communication

* A graphical, visual editing efmronment

* Specification for topology
* Task to processors mapping

* Tools for performance prediction ankeeution behgior simulation

 An object-oriented, structured editor for continuous modification of the
generated prototype into the actual code

* Run-time support:

* On-line display of 3 dimensional causality graph
* Obsenation of the concurregycset and dead-lock

* Post-mortem analysis:

» Automatic program instrumentation to generate trace
* Display of statistical information with multiple wies
« 3-dimensional manipulations of the graphs

Useful to M\S: Noat present time
Maybe in the future
(User eperience needed,
Does not supportdttran,
Does not support AS platforms,
Functional parallelism on}y
Research project)

Platforms: Tansputers running 3LC, MakMach
based evironments (the i486)
Front end on Silicon Graphics
(SUN, iPSC2, Bragon planned)
Operating System:  Meiko’s CS-tools, 3LC + gtensions, Mach

Languages Supported: C and its parallel gtensions
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Languages Used in Implementation: C, GL on Silicon Graphics
Graphic User Intedce: GL
Cost: None
Supplier: ElecEngineering Dept.
The Technion, Israeli Institute oféthnology

Technion City Haifa
Israel

Contact: DrorZernik
972-4-294641 or 972-4-323041
dror@ee.technion.ac.il

See referenced 9
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1.4.8 SR (Synchonizing Resources)
Functions:

* A language for writing parallel programs with multiple threads of control
connected in arbitranaghion

* Support for multiple interprocess communication paradigms (local and
remote procedure call, rendens, message passing, dynamic process
creation, multicast, semaphores, and shared memory)

¢ Interface to C

» True parallel gecution on multiprocessors and simulated parallelism
on uniprocessors

Useful to MAS: No
(User eperience needed,
Does not supportdttran,
Does not support AS platforms,
Research project)

Platforms: Sequer8ymmetry Sun4, Sun3, DECstation,
SGl Iris, HP RISC and 9000/300, NeXT
IBM RS/6000, DEC ¥X, DG AViiON

Operating System:  UNIX

Languages Supported: SR

Languages Used in Implementation: @QC¥, L&

Graphic User Intedce: Noneequired
Optional interice to X windws included

Cost: None
ftp from cs.arizona.edu in /sr

Supplier: Departmerdaf Computer Science
University of Arizona
Tucson, Arizona85721

Contact: siproject@cs.arizona.edu
(602) 621-8448

See referencé?
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1.4.9 PROLOG-D-LIND A
Functions:
 Extensions to SICStus Prolog

* A distributed tuple space that uses unification for matching

* Prolog style deduction in the tuple space

* A control hierarcly that pravides remote 1/Odcilities for
client processes

Useful to M\S: No
(Prolog is not considered aAlS)

Platforms: Netwrks of SUN Sparc and DEC stations
(Require SICStus Prolog 0.7 or 2.1, and
NFS or equalent transparent access to shared
files)

Operating System:  SUN OS and NFS, Ultrix and NFS
Languages Supported: SICStus Prolog 0.7 and 2.1
Languages Used in Implementation: SICStus Prolog and C
Graphic User Intedice: None

Cost: None
ftp from ftp.cs.uva.edu.au
in pub/prolog-linda (SICStus 0.&ksion)
ftp from coral.cs.jcu.edu.au
in pub/prolog-linda (SICStus 2.Eksion)

Supplier: SICStu$.7 \ersion :
Department of Computer Science
The Unversity of Western Australia
Western Australia

SICStus 2.1 ersion :

Department of Computer Science
James Cook Umwersity

Australia

Contact: GedfSutcliffe
+61 77 814622
geof@cs.jcu.edu.au

See referencél
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1.4.10 ARALLAX

Functions:

* A language for specifying a parallel program as a hierarchigg-nain
dataflav diagram

* Tools for specifying a tget machine as a planar graph of processors and
network links

* Estimates of speedup, processdicedngy, utilization, and critical
path based on the specification

* Heuristics to schedule the program design onto tigetanachine

» Gantt chart, speedup graph, bar charts fixciehcy and resource
utilization

« Smulation and animation of the programeeution

Useful to M\S: No
(Does not support AS platforms,
Functional parallelism on}y
Simulation only
Research project)

Platform: Macintosh

Operating System:  Macintosh or A/UX

Languages Supported: Paallax

Languages Used in Implementatiomsial

Graphic User Intedce: Macintosh

Cost: Nondor researchers and educators
Supplier: Orgon State Uniersity
Contact: Bd Lavis

(503)-737-5577
lewis@cs.orst.edu

See referencé? 63



2. Libraries

The fifteen tools described in this part try to aecligortability by proiding
libraries. Mostof them support parallelism within an applicatiorcept CM which only
supports parallelism at jobvd. Application-orientedhigh-level abstractions are pro-
vided in Canop, whereas the others supports programming languages such as @-and F
tran with parallel gtensions. Afew support programming in both shared-memory
paradigm and message-passing paradigm; others focus on jusSesmeal of them
extend the support for distiiibed memory machines to a netk of computers.Associ-
ated dehgging and performance tuning tools arevpted by only a fer of them.
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2.1 EXPRESS
Functions:
* Library functions for parallelization

* Support for data and functional decompositions, clientésgrv
and distriluted database

» Automatic loop parallelization, data distrtibn, and domain
decomposition

* Translation of Brtran 90 source code t@fran 77
* Support for CM2 &tensions
* An interactve dstributed source and assemblydedebugger
* Tools for performance optimization:
* Program instrumentation
* Run time profile used for guidance
* Dynamic load balancing
* Interactve memory access visualization
 Post-mortem communication andeat analysis
» Communication andwent monitoring
* Parallel I/O
» Hardware configuration management
Evaluation:
(By Doreen Cheng of ASA Ames Research Cengéinrough testing)
Strengths:

* Provides &tensve %t of tools for message-passing machines
(dehugging, performance monitoring, load balancing and parallelization).

» Covers a broad range of hardve, operating system, and languages.
Weaknesses:

» Dehugger profiler, parallel 1/0, graphics are novalable on
Y-MP, nor for Intel iPSC/860 with an SGI IRIS as frontend.

* Lacks support for interag cependeng analysis.
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(By Donna Begmark of Cornell Theory Center)

» Has been wrking on a cluster of RS/6000ovkstations since
about December 1992, and is on teege of being put into
production. Experienceith this latest release is that is
runs muchdster than the earliekgerimental one that as
at Cornell when the initialersion of this report as being

prepared.

(By Bill Pearson of Uniersity of Virginia)

Application:

» A C program compares a set of protein sequences (typically
10 - 100) to a layer set of protein sequences (2,000 - 10,000)
and calculates a similarity score usingesal algorithms
that difer in speed wer a 100-fold range.Absolute
communicationswerhead is constantub relatve ommunications
overhead waries from >50%to <5%. (welve Sarc 4/40 were used.)

Conclusion:

* On problems where communications cost is significant,
PVM (2.4.1) imposes substantially moneexhead than
Express (3.2.5) @ PVM, snd()/rcv() vas used. 6 Express
exwrite()/exread() vas used.

Useful to NAS:

Platforms:

Operating System:

Languages Supported:

Maybe
(User &perience needed)

CRA X-MP (UNICOS), CRA Y-MP (UNICOS)
Intel iPSC2, iPSC/i860, MRP, DELTA,
IBM3090 (AIX), IBM ES9000

nCUBE 2, nCUBE 2E, nCUBE 2S

A network of

HP9000/700, IBM RS6000, PVS, RS6000 with Bit3
shared memory switch, SGI, SunARCstations*,
SFARCSener, SPARCengine2, SARCsenerXXXMP

Transputers including Archipel i860, Inmos,
Microway, Parsytec, Quintek, ranstech i860,
PC’'s and Suns.

NX on iPSC/860, &agon OSF/1 onadPagon

C, Fortran77

Languages Used in Implementatiowrffan 77, Brtran 90, C and C++

Graphic User Intedce:

X-Wndows, Suniew, Postscript
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Cost: $3,00Qer Intel iPSC/860
$15,000 per YMP
$1,500 for netwrk of Suns
20% maintenance fee per year

Supplier: RraSoft

Contact: AdanKolawa
(818) 792-9941

See referencé4
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2.2 PVM (Parallel Virtual Machine)
HeNCE (Heterogeneous Netwrk Computing Environment)

Functions:

* Library routines that permits a neti of heterogeneous computers
(serial, parallel, andector computers) to appear as ongdazomputer

* Process management

» Message passing

 Data conersion between diérent machine representations

» A programming evironment

* Graphic interce for users taxplicitly specify the parallelism
of a computation

* Tools to automate, as much as possible, the tasks of writing,
compiling, eecuting, delngging, and analyzing a parallel
computation

Evaluation:
(By Donna Begmark of Cornell Theory Center)

» Widely used since it is ditult to write a message passing
program on a netark of workstations

(By Glenn Kubena, Kenneth Liao, Larry Roberts of IBM)
Strengths:

» Widely used
* Smple and easy to use

Weaknesses:
* Lack of support fordult tolerance

* Lack of load balancing
* No receipt selectity other than by message type
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(By Bill Pearson of Uniersity of Virginia)
Application:

» A C program compares a set of protein sequences (typically
10 - 100) to a layer set of protein sequences (2,000 - 10,000)
and calculates a similarity score usingesal algorithms
that difer in speed wer a 100-fold range.Absolute
communicationswerhead is constantub relatve ommunications
overhead waries from >50%to <5%. (welve Sarc 4/40 were used.)

Conclusion:

* On problems where communications cost is significant,
PVM (2.4.1) imposes substantially moneexhead than
Express (3.2.5) @ PVM, snd()/rcv() vas used. & Express
exwrite()/exread() vas used.

Useful to MS: Maybe

(User &perience needed)
Platforms: AllUnix based machines
Operating System: Unix
Languages Supported: C, Fortran77

Languages Used in Implementation: C
Graphic User Intedce: Nondor PVM, X11R4 for HeNCE

Cost: None
send email to netlib@ornl.go
in the message type:
send indg from pvm
send indg from hence

Supplier: OalRidge National Laboratory
University of Tennessee

Contact: pvm@msgpm.ornl.ge
hence@msepm.ornl.ge

See referencé® 66 67 68
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2.3 P4
Functions:
* Subroutine library for parallel programming
» Monitors for the shared-memory model

» Message-passing for the distribd-memory model both on heterogeneous
workstation netwrks and on parallel machines themsslv

» Monitors and message-passing for cluster model
* Trace generation for performance monitoring
Evaluation:
(By Donna Begmark of Cornell Theory Center)

* Not installed for general use becauseaswedundant with PVM
» Some &periments shwed that it ran sheer than PVM.

(By Timothy Mattson, Craig Douglas, and Martin Schultz of Intel)

* Round trip point-to-point communication iaster than PVM,
C-Linda, and CPS.

Useful to MAS: Maybe
(User eperience needed)

Platforms: CM-5]ntel Delta, iPSC/860, BBN TC-2000
and GP-1000, IBM 3090, Cray X-MP
Alliant FX/8, FX/2800, and CAMPUS,
Sequent Symmetry (both Dynix and PTX),
nCube Sun3, Sun4, IBM RS-6000, Stardent
Titan, NeXT DEC, SGl, HP

Operating System: Provided by each platform
Languages Supported: C, Fortran77
Languages Used in Implementation: C

Graphic User Intedce: None

Cost: None

info.mcs.anl.ge
pub/p4/p4-1.2.tar
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Supplier: Agonne National Laboratory

Contact: Rusty usk
(708) 252-7852
lusk@mcs.anl.go

See referencé® 70



-72 -

2.4 TCGMSG (Theoretical Chemistry Group Message Bssing Dolkit)
Functions:

» A message-passing library for both shared-memory parallel computers
and distriluted-memory parallel computers

» The programming model and intace directly modeled after
(a small subset of) theARMACS (See RRMACS entry)
 Support for communicationver network through TCP soeks
* Support for communication through shared memoryéilable
» Straightforward load balancing

 Data representation cearsion for Fortran intger and double precision
data types and C character data

Evaluation:
(By Timothy Mattson, Craig Douglas, and Martin Schultz of Intel)

* Round trip point-to-point communication iaster than P4, PVM,
C-Linda, and CPS.

Useful to M\S: Noat present time
Maybe in the future
(User eperience needed,
Does not support all AS platforms)

Platforms: InteDelta, iPSC/860,
KSR1, Alliant FX/8/80/800/2800, ARDENT
Convex 220, IBM R6000, HPSun, Dec, SGI

Operating System: KSR OS (KSR1)
Concentrix 2800 2.2 (Alliant)
Sun O/S 4.0 or abe (SUN)
IRIX 4.0 (SGI)
ULTRIX (DEC)
Stardent ftan O/S 2.2 (ARDENT)
CornvexOS V8.1 (Comex)
AlX 3.1 (IBM)
HP-UX A.B8.05 (HP)

Languages Supported: Fortran, C
Languages Used in Implementation: C
Graphic User Intedce: None

Cost: None

anorymous ftp from ftp.tcg.anl.go
in pub/tcgmsg/tcgmsg.4.02.1&r
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Supplier: MailStop K1-90
Battelle Racific Northwest Laboratory
PO. Box 999, Richland W99352

Contact: Roberd Harrison
(509)-375-2037
ri_harrison@pnl.go

See referencél 70
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2.5 CANOPY
Functions:

* A runtime library for deeloping eficient grid-oriented algorithms
on massiely parallel MIMD systems

* SPMD programming paradigm
» Application-oriented programming concepts:

* Grids: with connectiity along directions (Grid structure can
be pre-defined, arbitragrgnd userdefined.)

« Sites on the grid: with neighboring sites defined by the
connectity

* Fields of data: consisting of one realization of a structure on
each site

* Links: corresponding to the connections between sites along
various directions, and fields defined on the links rather than
the sites

* Tasks: performing computatiowe a ¢t of sites

* Ordered sets of sites

* Maps: to mee from one defined grid to another

* A paradigm:
* A site represents a virtual processor with fields in its local
memory
* A task implies that all the virtual processors are computing
in parallel
* A Canojy program:
* A declaration section for grids, fields, sets, and maps
* A control part calls tasks to beeeuted in parallel
* The task routine to bexecuted on each processor
» Automatic data and task distifoon and communication

* A tool that allevs an SGI host to monitor a job and display information
about job gecution status, time limits, and disk and tape sets mounted

* A spooler which handles the assignment of resources so that a queue
of jobs can be submitted to multi-user time sharing
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Evaluation:
(By Glenn Kubena, Kenneth Liao, Larry Roberts of IBM)
Strengths:

» Well suited to applications whose domain can be represented
by grids

* No new language ondensions for user to learn

* Relatvely mature

Weaknesses:

* Currently limited to the £PMAPS machine at Fermilab

» User must be cognizant of and obsegsrtain programming
restrictions to write programs successfully with Canop

* Lack of delmgging and performance tuning tools

Useful to MAS: Noat present time
Maybe in the future
(User perience needed,
Does not support AS platforms)

Platforms: Sequent)Veitek-based 5GF BPMAPS,
50GF i1860-based BPMAPS,
(Being ported to the Intel DHA, iPSC/860,
and Rragon) (Not suitable forector
machines and SIMD systems)

Operating System: POSIX-like system calls

Languages Supported: C, Fortran

Languages Used in Implementation: C

Graphic User Intedce: None
Cost: Nongwith restrictions)
Supplier: Computindpivision

Fermi National Accelerator Laboratory
Batavia IL 60510

Contact: MarkFischler
(708) 840-4339
mf@fnal.fnal.ge

See referencd? 731
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2.6 CPS (Cooperatre Processes Softwag)
Functions:
* A library of routines callable fromdftran or C code

 Supports computational task distited across a heterogenous
mix of UNIX machines.

* Explicit message passing for task parallelism

« "Call and queue" for implicit parallelism

« Efficient ulk data transfer

* Process classes for grouping the processesgtute the same
program on same kind of computer

* Remote procedure call

» Synchronization

» A job manager for the construction aneéaition of parallel programs
« Starting, stopping, and monitoring processes
* Managing queues
* Dynamic process allocation on a per class basis

* MIMD model (within each class, a single program is run)

* Support for host-node, client-seyand input-processing-output
topologies as well as user customized topologies

* XOPER: an X-winder based computer operator programs which supports
mount requests, messages, etc to operations.

* CPS_XPSMON mulitple process performance monitoring tool (a terminal
base ersion is also\ailable)

* CPS_PSMON: a terminal based performance monitoring tool
» JMDB: a distrilute processing delyging tool
Evaluation:

(By B. Traversat at MSA Ames Research Center (Picusly at
Superconducting Super Collider (SSC)))

« Unreliable when more than 30ovkstations are used in a neiik

Useful to M\S: Noat present time
Maybe in the future
(User eperience needed,
Does not support AS platforms)
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Platforms: SGIRIX, IBM RS6000, DEC (VMS ¥X), Sun,
HP,. and MIPS workstations, and @PR3000
boards in use at Fermilab;

Interconnection netarks supported include
Ethernet, VME-basedus communications,

and internal bses on multiple-processor

workstations.

Operating System: UNIX, provided by each platform
(VMS Vaxes are also currently supported)

Languages Supported: Fortran, C

Languages Used in Implementation: C

Graphic User Intedce: None
Cost: Nongwith restrictions)
Supplier: Computindpivision,

Fermi National Accelerator Laboratory
Batavia IL 60510

Contact: kevin Q. Sullvan
(708) 840-8782
kevins@baja.fnal.go
or
cps_req@fndpl.fnal.go

See referencd4 75 76 7778
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2.7 FARMACS
Functions:

* A message-passing programming irded for both shared-memory
parallel computers and distuted-memory parallel computers

» Macros for process management, message-passing, and
synchronization

» Macros for process/processor mapping (torus, graph, and
embedded tree for global communication)

* Macros for dynamic torus remapping and switch dimensions
between 3D and 2D

* Libraries for linear algebra and for grid-based applications
 Performance analysis tools
* Visualization of process states and communication (post-mortem)

Useful to M\S: Noat present time
Maybe in the future
(User eperience needed,
Does not support all AS platforms)

Platforms: InteiPSC/860, Meik CS-Tools, nCUBE 2,
Pasytec GC, CRX Y-MP, A network of DEC,
IBM RS/6000, SGI, and SUNavkstations

Operating System: None

Languages Supported: Fortran77, RRMACS 6.0: lertran77, C
Languages Used in Implementation: C

Graphic User Intedce: X11R3Jor later) for the performance analysis tools

Cost: DM2,000 on a wrkstation
DM 10,000 on CRX

Supplier: RLLAS GmbH
Hermuelheimer Strasse 10
5040 Bruehl
Germary

GMD

Posthch 1316
5205 St. Augustin
Germary
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Contact: Distriltion, general information:
Karl Solchenbach
+49-2232-1896.0
karls@pallas-gmbh.de

Development of programming intea€e:
Rolf Hempel
+49-2241-14.2575/2757
Rolf.Hempel@gmd.de

See referencd® 80 81 82
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2.8 PICL (A Portable Instrumented Communication Library on Intel)
Functions:

* Library routines for writing parallel programs on message-passing
computers

* Process management
* Message passing
» Synchronization
* Global operations
* Trace generation for performance monitoring (visualizeddra®raph).
Evaluation:
(Compiled by Diane Reer and Joan Francioni of Michan State Umniersity)

« Mostly used to generate a trace for visualization usamg®aph3

Useful to M\S: Maybe,in conjunction with BraGraph
(User eperience needed)
Platforms: iIPSC/2PSC/860, Delta, &agon
Ncube/3200, Ncube 2, Cogent, mpsim
Operating System: Provided by each platform
Languages Supported: Fortran77, C

Languages Used in Implementation: C

Graphic User Intedce: None
Cost: None
available from netlib@ornl.go
Supplier: OakRidge National Laboratory
Oak Ridge, TN
Contact: At Worley

(615) 483-8111
worley@msrepm.ornl.gu

See referencé4
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2.9 APPL (Application Portable Parallel Library)

Functions:
* A subroutine-based library of communication primes
* Support for shared and disttited memory MIMD machines, and
networks of workstations
Evaluation:

(By Kyung Ahn, Scott dwnsend, and Suresh Khandel of
NASA Lewis Research Center)

Applications:
* MHOST: A finite element program for nonlinear analysis of
aerospace propulsion system structures
* MSTAGE: A multistage viscous turbomachinery program
* PARC3D: A 3-dimensional fluid dynamics code calculating
the thermodynamic properties of a fluidwlo
Strengths:
» Smple to understand, easy to use
» The code portable to d@rent platforms
* Easy to install the system
Weaknesses:
* Lack of global operations on groups
» Different definition of synchronous/asynchronous sendirecei
operations with that supplied bgndors
Useful to M\S: Noat present time
Maybe in the future
(User eperience needed,
Similar tools support moreAS platforms)
Platforms: iIPSC/86@elta, Alliant FX/80, Hypercluster

(a NASA LeRC multi-architecture test bed),
SGI, Sun Sparc, IBM RS6000orkstations.

Operating System: Provided by each platform
Languages Supported: Fortran, C

Languages Used in Implementation: C andifan

Graphic User Intedce: None

Cost: Nongwith permission)

Supplier: MSA Lewis Research Center
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Contact: Angel®@uealy
(216) 826-6642
fsang@kira.lerc.nasa.go

See referencé®
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2.10 FARTI (Parallel Automated Runtime Toolkit at ICASE)
Functions:
* Runtime preprocessing procedures:

« Coordinate interprocessor data vement.

* Manage the storage of and access to copies-pfadessor data.
» Upport a shared name space.

 Couple runtime data andonkload partitioners to user programs.

» Accessible directly by programmers

Useful to MAS: Maybe
(User eperience needed)

Platforms: iIPSC/86(@elta, NCUBE, CM5,
a retwork of workstations
(Versions of Brti are liilt on top of Intel,
CM-5 message passing calls, PVM, and Express)

Operating System: Provided by each platform
Languages Supported: C, Fortran
Languages Used in Implementation: C
Graphic User Intedce: None
Cost: None
ftp : hyena.cs.umd.edu

in pub/parti_distribtion and

block_parti_distriltion
Supplier: Unversity of Maryland
Contact: Rajdas

(301) 405-2693
raja@cs.umd.edu

See referencé6 87 88 89
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2.11 CM (Communications Manager)
Functions:

* Library routines for job-leel parallel execution on a neterk of
heterogeneous machines

* Facilities for specifying the applications to beseuted, their input
and output gguments, and grexplicit precedence instructions
(Interactive goplications cannot be included unless the IO can be
redirected using files.)

« Communication Services:

» TCP/IP based application to application connection and-pmteress
communication library for heterogeneous platforms

* File transfer in program-to-program space {fansfer files the
nodes need not be sharing file systems via NFS or ftp or uucp.)

* Directory Services:

» TCP/IP based directory services for groapkv

* Support for dynamic definition, gestration besides lookup of
networked resources

* Support for interaction between applications using symbolic
references rather than nettk addresses

* Transparent client migration when a sermigrates from one
host to another

» Application Management System:

» TCP/IP and Unix based netvk application imocation utility

» Automatic transport of input files and output files to and
from the client site to the application site

» Security enforcement using the Directory Services in that only
registered users mayxecute and only from ggstered machines

« Task Management System:

* Analysis of dependencies between jobs based on @efeed
task description file
» Generation of a maximally concurrent &etion data flev chart
» Synchronization between jobs if there is input/output deperydenc

Useful to M\S: Noat present time
Maybe in the future
(User eperience needed,
Job-level parallelism only)
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Platforms: Sur$parcs, DEC2000 ,DEC3000, DEC5000,
SGI workstations

Operating System: SunOS, DEC/UItrix, SGI/IRIX OS

Languages Supported: C

Languages Used in Implementation: C, TCRURIX/OS (mostly POSIX compliant)

Graphic User Intedce: None
Cost: None
Supplier: ConcurreriEngineering Research Center

West Virginia Unwersity
Morgantown, WV 26505

Contact: RamaKannan
kannan@cerc.wvu.wvnet.edu

See referenc@? 91 92 93
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2.12 SPPL (The Stuttgart Rrallel Processing Library)
Functions:

» A message-passing library for a heterogeneous digtdbmemory system

* Support for abstract data types for messages
» Simple data types
* Arrays and records
* Arbitrary pointer structures

Useful to M\S: No
(User eperience needed,

Does not supportdttran,
Does not support AS platforms)

Platforms: IBMRISC System/6000

Sun, DEC wrkstations
Operating System: AIX 3.2, SUN OS 4.1, ULRIX 4.2
Languages Supported: C

Languages Used in Implementation: C
Graphic User Intedce: None

Cost: $100
$35 for educational and research institutions

Supplier: Institutdor Parallel and Distribted
High Performance Systems (IPVR)
University of Stutt@rt
Breitwiesenstr20-22
W-7000 Stuttgrt 80
Germary

Contact: ProfAndreas Reuter
(+49) 711 7816 449
Andreas.Reuter@informatik.uni-studid.de

See referencé@*
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2.13 LMPS (The Lvermor e Message Bssing System)
Functions:

* A library of routines that implements arigent message passing
system on the BBN TC2000

» Support for synchronous and asynchronous (blocking and non-blocking)
message passing, and selexteception of messages based on type
and source

* Integgrated with the PCP/PFPwronment (See entry for PCP/PFP)

Useful to MAS: No
(User eperience needed,
Does not support AS platforms)

Platform: BBNTC2000
Operating System: UNIX
Languages Supported: Fortran77, C

Languages Used in Implementation: C, PCP

Graphic User Intedce: None
Cost: None
Supplier: Lavrence Lvermore National Laboratory L-560

PO.Box 808 Lvermore CA 94550

Contact: Ammy Welcome
(510) 422-4994
tsw@mpci.linl.ge

See referencé®
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2.14 MTASK (The MultiT ASKing package)

Functions:

» A multitasking library for forking of tasks from within code that
is already recuted in parallel or code that is recuesin nature

» Semaphores for mutuakelusion

Useful to MAS: No
(User eperience needed,
Does not supportdttran,
Does not support AS platforms)

Platforms: Alliant/FX Alliant/FX2800
Operating System: Concentrix (Alliant Unix)
Languages Supported: C

Languages Used in Implementation: C

Graphic User Intedce: None
Cost: None
Supplier: CSRD

University of Illinois

Contact: BriarBliss
(217) 244-5569
bliss@csrd.uiuc.edu
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2.15 GENMP (GENeric MultiProcessor)
Functions:
* A run time library for MIMD computer architectures
* Dynamic load balance and interprocessor communication

* Designed for particle methods and for uniform mesh methods that
apply computational &rt non-uniformly wer the mesh.

Useful to M\S: No
(User eperience needed,
Does not support all AS platforms,
For particle methods only)

Platforms: IPSC/860Cray Y-MP, Sparcstation
Operating System: Supported by each plotform
Languages Supported: Fortran77

Languages Used in Implementatiowrffan 77
Graphic User Intedce: None

Cost: None
anorymous ftp cs.ucsd.edu
in pub/baden/genmp

Supplier: Unversity of California at San Dgo

Contact: ProfScott B. Baden
(619) 534-8861
sbaden@ucsd.edu

Scott Kohn
(619) 534-5913
skohn@ucsd.edu

See referencé®
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3. Delugging and Rerformance Tuning Tools

Twenty three tools described in this part are forugelng parallel programs and
tuning their performanceSection 3.1 presents threeveanments intgrating both types
of tools. Section 3.2 describes the tools that are foudglmg only Section 3.3 lists the
tools that are designed for performance tuniAg.a result of visualizing program beha
ior, howeve, mary tools in the last section can also assisudging.

The order of presentation in each section is based on their usefulnesS (plat-
forms, and languages supported), their negatmaturity, and the amount of support from
the suppliers.For tools with the same rating, there listed in alphabetic order
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3.1 Integrated Systems
3.1.1 PRISM

Functions:

* Integrated graphical delgger performance analysis tool, and data
visualizer

» Automatic and consistent update for displays ofidging data,
performance data, and source code

« Command alias
» System resource control (e.g. attach/detach sequencers, boot)
» Dynamic linking of programs
* Source-level debugger:
* Breakpoints
* Single step
» Watch points for eents
» Expression eauation
* Trace
« Stack, memoryand ragister &kamination
 Performance analysis:
* Procedure leel and statement el performance statistics for
a pecified resource or subsystem
» Advices to assist isolating performance bottleneck
* Visualization:

* Graphical display for dataalues or ranges
* Performance statistics for resources

Evaluation:
(By Al Globus at MASA Ames Research Center)

* The best feature is is that it incorporategutar field
visualization techniques txamine lage arrays quickly

Useful to MS: Yes
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Platforms: CM2CM200, CM5
Operating System: CMOS, CMOST
Languages Supported: C, Fortran (TMC \ersion)

Languages Used in Implementation: C

Graphic User Intedce: XMotif

Cost: Bundledvith system

Supplier: ThinkingViachine Co.
245 First St.

Cambridge, MA 02142-1264

Contact: (617234-4000
(617) 876-1111
customersupport@think.com

See referencé’
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3.1.2 MPPE (MasRr Programming Environment)
Functions:

* Integrated graphical deigger performance profilerand visualizer
with client-serer architecture for remote dedpying

« Static analysis of parallel programs and graphical display of run-time
profile information

» Automatic and consistent update for displays of stack, source code,
and data after each skip, step, and continue duringgdéiy

» Source-level delugging of parallel C anddftran 90 code:

* Step, skip, continue

« Conditional breakpoints

« Data inspectors

* Evaluation of parallel C anddftran 90 gpressions

 Graphical display of ariable history

* Animation of step, skip, continue (automatic repetition of commands)
» Dehugging optimized code

* Performance analysis:

« Statement leel and routine lgel profiling

» Compilergenerated information relating to performance
* Graphical display of profile histograms with source code
» Summary pages for statement and routivel Iprofiles

* Profiling of optimized code

* Visualizer:

* Processor array state _
« 2D visualization of ariables, gpressions

Useful to MAS: Maybe
(User eperience needed
if NAS provides MP-1, MP-2)

Platforms: Usemterface on DecStation and SRC

The program to be dagged on MP-1 or MP-2
Operating System: DecStation- Ultrix 4.2, SARC- SunOS 4.1.1
Languages Supported: C, Fortran77, Mas&r Fortran, MPL

Languages Used in Implementation: Smalltalk and C++

Graphic User Intedce: DecStationMotif, SPARC- OpenWhdows
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Cost: Oneconcurrent use license free with
MasRar system. Additional licenses $2500
per concurrent use.

Supplier: MasBr Computer Corporation
749 N. Mary Arenue
Sunryvale, CA 94086

Contact: HeleAsher
(408) 736-3300

See referencé®
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3.1.3 ARASPHERE
Functions:
* An integrated emironment with OSF/Motif-lile graphical interdce
» High Performance éttran with interce to C and déitran 77
* DECmpp Programming Language (DPL), a Gzlgkogramming language

» System leel commands for accessing the DECmpp 12000 Datallel
Unit (DPU)

* An interactve parallel source-keel debugger

* Expression ealuation (DPF or DPL syntax)
* Conditional breakpoints
« State log and replay

* A profiler for analyzing program runtime statistics
* Hierarchical and static profiling

* A call graph bravser for vieving call relationships between program
functions, files, and directories in graphic form

* A cross-referencer for determining where names are declared, defined,
or referenced in a program

* DECmpp VAST-2 that translatesdftran 77 source code to DECmpp
High Performance éttran

» Data dependeganalysis

« Safe loop transformation

* Splitting of common blocks and separate scales from arrays

* User directves and switches for interaste control of
transformation

* Examination of EQIIVALENCE statements to detect hidden
recursion

* Subroutine and function inlining

Useful to MAS: Maybe
(User eperience needed
if NAS provides DECmpp)

Platforms: DECmp@a.2000/Sx, 12000
Operating System: ULTRIX V4.2A
Languages Supported: C, Fortran, DPL, DECmpp

High Performance déttran

Languages Used in Implementation: C and C++



Graphic User Intedce:

Cost:

Supplier:

Contact:

See referencé®
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Motifinterface XIPD in late 1993
Bundledvith system
DigitalEquipment Corporation
146 Main Street, MLO1-3/B11
Maynard, Massachusetts 01754

Mile Hshbein
fishbein@rdax.enet.dec.com
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3.2 Deluggers
3.2.1 TOTALVIEW

Functions:
» Multi-process delgger

* Less-intrusie (|t does not require grspecial libraries to be lired
and allavs code and conditional breakpoints to run as compiled code.)

* Ability to patch with compiled code

» Expression ealuation facility

* Evaluated breakpoints

» Multi-process breakpoints

* Intggration with GIST for eent logging (see BBN Performanceadls)
* Graphical interace for program control and breakpoint setting

* Ability to attach to running processes

* Ability to attach to processes created by fork

* Ability to dehug a program running on a remotenkstation

* Ability to communicate with the tget system through shared memory
TCP/IR or a =rial line

* Ability to download code to an embedded system from a host for cross
development purposes

Useful to MAS: Maybe
(User eperience needed
if NAS provides CRA MPP)

Platforms: BBNGP1000 and TC2000
Tadpole TP885VFASPE, Motorola 680x0, 88100
Sun SRRC, AT&T DSP32C
(In process of porting to CRAM PP)

Operating System: Implementations\ailable for SunOS, pSOS,
Lynx Realtime O/S, BBN nX, and hardve
with no operating system

Languages Supported: C, C++, fortran

Languages Used in Implementation: C++



Graphic User Intedce:

Cost:

Supplier:

Contact:

See referencé?®
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X11R4

Embeddedystem solution typically $16K for the
license plus the cost of porting to theegi system

Pricing for the Sparcarsion announced in the future
BBNSystems andéchnologies
Daid Rich

(617) 873-2634
drich@bbn.com
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3.2.2 UDB (KSR symbolic debgger)
Functions:
* Breakpoints
» Examining and displaying data
» Examining the stack
* Specifying and gamining source files
* Alias and usedefined commands
* Editing the command line
» Window status and control
Evaluation:
(By Donna Begmark of Cornell Theory Center)
* Functional and helpful
Useful to MAS: Maybe

(User eperience needed
if NAS provides KSR1)

Platform: KSR1
Operating System: KSR OS
Languages Supported: Fortran, C

Languages Used in Implementation: C

Graphic User Intedce: X11R5
Cost: Bundledvith system
Supplier: kendall Square Research

170 Tracer Lane
Watham, MA 02154

Contact: Stee Breit
(800) 669-1577
sbreit@ksicom

See referencéO?
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3.2.31PD
Functions:
* Source-level parallel delngger
* Breakpoints
» Watchpoints
« Data display and modification
* Source listing
* Regster display
* Disassembler
* Stack traceback
» Delugger emironment \ariables and command aliases
* Run-time instrumentation of programs for profiling andng
tracing (No special compile or link options necessary)
 Extensions to support distibted-memory parallel programs
* Message queue display
* All commands applicable for one or multiple processes
« Control for separating delgger 1/0 from application 1/0O
* Menu-drven graphical interace (release 1.1)
* Intggration with the performance analysis tools (release 1.1)
» Delug session loggingatility
Useful to MAS: Maybe
(User eperience needed)
Platforms: iPSC/86(planned for Bragon
Operating System: NX on iPSC/860, Bragon OSF/1 ondfagon
Languages Supported C, Fortran77

Languages Used in Implementation: C and C++

Graphic User Intedce: Motifinterface XIPD in late 1993

Cost: Bundledvith system

Supplier: IntelSupercomputer Systemswdion
Contact: IntelSSD Support

1-800-421-2823
support@ssd.intel.com

See referencé0?
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3.2.4 XAB
Functions:
* Preprocessors and libraries for instrumenting PVM programs
» A monitoring process for collecting trace information as the program
executes
* Graphic display of eents and PVM calls
* A script for corverting xab tracefiles to PICL tracefiles for use with
Paagraph
Useful to MAS: Maybe
(User eperience needed)
Platforms: Unixbased system where PVM runs
Operating System: UNIX
Languages Supported: C, Fortran77

Languages Used in Implementation: C, O, avk

Graphic User Intedce: X11R4Athena widgets
Cost: None
Supplier: Schoobf Computer Science and

the Pittslirgh Supercomputer Center
Carngyie Mellon Unversity

Contact: AdanBeguelin
(412) 268-7866
adamb@cs.cmu.edu

See referencé?3
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3.2.5 XPDB

Functions:
* A graphic debgger for programs using SPPL (see SPPL entry)

» Examining message passing
* Viewing hierarchical datafie graph
* Invaking sequential source code degers

* Facilities to print the data in selected messages

» Automatic selection of the appropriate print format depending on the
abstract data type of the message

Useful to MAS: No
(User eperience needed,
Does not supportdttran,
Does not support AS platforms,
Limited to programs using SPPL)

Platforms: IBMRISC System/6000

Sun, DEC wrkstations
Operating System: AIX 3.2, SUN OS 4.1, ULRIX 4.2
Languages Supported: C

Languages Used in Implementation: C

Graphic User Intedce: XWindow System X11R4 (or higher)
Cost: $200
$65 for educational and research institutions
Supplier: Institutdor Parallel and Distribted
High Performance Systems (IPVR)
University of Stutt@rt

Breitwiesenstr20-22
W-7000 Stuttgrt 80
Germary

Contact: ProfAndreas Reuter
(+49) 711 7816 449
Andreas.Reuter@informatik.uni-studid.de

See referencé@*
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3.2.6 EXECDIFF

Functions:

* Library routines for specifying the data objects to be monitored
during eecution

* Value Monitoring for the specified data objects io t@rsions of
a program

* Specification of a tolerance for the féifence in floating point
numbers

* Value comparison for the data objects generatecdsnugng the tvo
versions to assist delgging

Useful to M\S: No
(User eperience needed,
Does not support AS platforms,
Limited to delugging programs
evdved from a correctersion)

Platforms: AlliantComputers
Operating System: Unix (Berkeley or System V)
Languages Supported: C, Fortran

Languages Used in Implementation: C

Graphic User Intedce: None
Cost: None
Supplier: Centefor Supercomputing Research & &mppment

University of Illinois

Contact: BriarBliss
(217) 244-5569
bliss@csrd.uiuc.edu
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3.3 Rerformance Tools

3.3.1 AEXPERT
Functions:
 Performance monitoring and visualization

* Instrumentation of parallel geons indicated by the Autotasskand
the serial sections of code (with 10%-20%rbead)

* Program

* Subroutines

* Parallel rgyions
* Parallel loops

 Graphical displays of performance data

» Time spent in program gments
* Number of processors on which a codgnsent is running

* Prediction for speedups on a dedicated system from data collected
from a single run on a nondedicated system

Evaluation
(By Robert J. Bageron of MASA Ames Research Center)
Strengths:

* Easy to use and pvales fleible operation.

* Provides a detailed insight into paralledeeution on
Cray architectures.

» Text identifies may specific reggions and causes of poor
parallel performance.

* Visual display allas user to form theiren judgements.

Weaknesses:

* Requires a strong understanding of Cray parallel processing
and online help is insfitient.

* Basis for tat judgements of poor parallel performance is not
available (would be aailable on a true “gpert" system).

* Emphasizes predicte apability whereas its mairalue is
providing insight.

Useful to MS: Yes

Platforms: CRAX Y-MP, X-MP EA, X-MP, CRAY-2
Display on SGI and Sun

Operating System: UNICOS 6.0
FMP of the CF77 compiler release 4.03 onetho
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Languages Supported: Fortran, C

Languages Used in Implementation: C

Graphic User Intedce: XWindows (ASCII available)
Cost: Bundledvith system
Supplier: CrayResearch Inc.

2360 Pilot Knob Rd.
Mendota Heights, MN 55120

Contact: (612H81-5907

See referencé%4
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3.3.2 INTEL PERFORMANCE ANALYSIS TOOLS (release 1.1)
Functions:
* Based on &aGraph
» Motif-based menu-dven graphical interéce

» Animation of the recution of parallel applications deed from trace
information gthered during progranxecution

 Graphical summaries and statistical analysisvefal program behaor

» Pause/resume, single-step,vgldown, or restart an animation from
ary point.

* Processor usage

* Frequeng, volume and werall pattern of intefprocessor
communications

* Critical Path displays

* Task displays relating processors with the part of the
executing parallel code

Useful to MAS: Maybe
(User eperience needed)
Platforms: iIPSC/86(Raagon
Operating System: NX on iPSC/860, Bragon OSF/1 onafagon
Languages Supported: C, Fortran77

Languages Used in Implementation: C and C++

Graphic User Intedce: Motifinterface XIPD in late 1993

Cost: Bundledvith system

Supplier: IntelSupercomputer Systemswdion
Contact: IntelSSD Support

1-800-421-2823
support@ssd.intel.com

See referencé?
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3.3.3 ARAGRAPH
Functions:

* Trace-based performance visualization of message-passing parallel
programs (trace data generated by PICL, see entry for PICL)

» Dynamic, graphical depiction of processor utilization, communication
traffic, load balance, and other aspects of programvoahand
performance

Evaluation:
(By Diane Rweer and Joan Francioni of Michim State Uniersity)106
Applications:

* Teaching parallel computing and programming teices pre-collge
students

» Teaching parallel computing and programming tcaaded graduate
students

* SLALOM: solves a radiosity problem in which thellg of a room
are decomposed into patches. Computation time typically is dominated
by the solution of a symmetric matrix using Gaussian elimination and
back substitution techniques (on nCUBE-2, 128 nodes)

Strengths:

» Widely used

* Achieved considerable success when used to introduce parallel
computing and programming towvioes.

* Provided a common introduction and foundation for similar tools,
and students could readilpig hands-onxg@erience with it in
self-paced laboratoryxercises.

* PICL and Riragraph praded \aluable assistance in studying and
optimizing the SLALOM program.

Weaknesses:

» Considerable ébrt is required to selecttly trace lage programs
or view only parts of a lage trace file.

» Considerable ébrt is required to selestly reduce the trace
data generated for runs with nygorocessors.

* Movement through the trace file duringi@Graph simulation is
constrained.

* There is no corresponding weof the source program.

* Invoking user/application-specific vi@s requires creating separate
executables of RraGraph.

» Comparison of data from multiple trace files requires running multiple
instances of &aGraph.
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Suggestions based orperience:

* Prototyping vievs using the commerciallyvalable and
general-purpose toolsVs and MatLab
* Integrate the tested wins into RiraGraph.

Useful to MS: Maybe

(User &perience needed)
Platforms: Unixworkstation with X Whdows
Operating System: UNIX
Languages Supported: C, Fortran77

Languages Used in Implementation: C

Graphic User Intedce: XWindows (Xlib, no toolkit)
Cost: None
Supplier: OalRidge National Laboratory

and Unversity of Illinois

Contact: MichaeHeath
(217) 333-6268
heath@ncsa.uiuc.edu

See referencéV’



- 109 -

3.3.4 KSR PERFORMANCE TOOLS
Functions:
» Prof for displaying profile data produced by the monitor subroutine
* Percentage of time spent in a subroutine
* Number of times called
* Number of milliseconds per call
» A summary of profile (for multiple profile files)
* Gprof for displaying call graph profile data
* A performance monitoring library for péinread performance data
* Performance data from theant monitor hardware rgisters,
and the krnel (usetime, wall-clock-time cache hits/misses,
thread migration, etc.)
* Functions for accessing performance data
* Functions for timing
Evaluations:

(By Donna Begmark at Cornell TheorfCenter)

Strengths:
* The timer is good.
Weaknesses:
* Does not measure elapsed time across parallel jobs.
Useful to MAS: Maybe
(User eperience needed
if NAS supports KSR1)
Platform: KSR1
Operating System: KSR OS
Languages Supported: Fortran77, C

Languages Used in Implementation: C

Graphic User Intedce: None
Cost: Bundledvith system
Supplier: kendall Square Research

2102 Business Center Dr
Watham, MA 02154-1379
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Contact: Stee Breit
(800) 669-1577
shreit@ksicom

See referencé9?
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3.3.5 BBN PERFORMANCE TOOLS
Functions:
» GIST: An event logging and display tool
* Events logging from within the user application

» Kernel eents (i.e. page saps)
* User definedents through subroutine calls

* Graphic displays for thevents and/or states
* ProfView: a statistical profiler
* An extension of the standard Unix prof/gprof utilities

* Profiling data collection at the subroutine, source line or
instruction leel

« Data display along with a graph of time spent in each area

» Multi-threaded program profiling aneny light-weight profiling
which produces only histograms

Useful to MAS: Maybe
(User eperience needed
if NAS provides KSR1)

Platforms: BBN'Butterfly" series

KSR1

(GIST being ported to Sun Sparc)
Operating System: BBN nX, SunOS, KSR OS
Languages Supported: C, C++, Fortran

Languages Used in Implementation: C, C++

Graphic User Intedce: X11R4
X11R5 for KSR1

Cost: $16,0000r GIST + Prof\few on the
TC2000 / GP1000. On KSR-1, the cost
is bundled with the machine. Pricing
for Sun and HP will be released.
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Supplier: BBNSystems andéchnologies
and Kendall Square Research

Contact: Daid Rich
(617) 873-2634
drich@bbn.com

Steve Breit
(800) 669-1577
shreit@ksicom

See referencé?®
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3.3.6 AIMS (The Ames InstruMentation System)
Functions:

* A source code instrumentor which automatically inserénerecorders
into program source code before compilation

* A run-time performance monitoring library which collects performance data

* A visualization tool-set which reconstructs prograsecation based on
the data collected

* Being incorporated into the run-timevionments of arious parallel
testbeds tovaluate their impact on user prodwity

Evaluation:
(By Diane Rweer and Joan Francioni of Michim State Uniersity)106
Strengths:

» Compared with BraGraph, AIMS dérs greater controlver the
simulation replayand a more flgible user interdice

Weaknesses:
» More complicated thandPaGraph

Useful to MAS: Maybe
(User eperience needed)

Platforms: Monitorghe execution of applications

on the iPSC/860 and iPSC/Delta

The graphical intedice on SunSparc and SGI
Operating System: NX
Languages Supported: Fortran, C

Languages Used in Implementation: C

Graphic User Intedce: X11R%nd Motif

Cost: None

Supplier: MSA Ames Research Center
Contact: Jerryfan

(415) 604-4381
jerry@ptolemyarc.nasa.go

See referencé?8
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3.3.7 ABLO PERFORMANCE AN ALYSIS ENVIRONMENT
Functions:

* A Motif-based interice for the specification of source code
instrumentation points (both trace and count data)

» A C parser that can generate instrumented application source code

* A performance data trace capture library for single processor Unix
systems and for the Intel iPSC/2 and iPSC/8@tehcubes

* A self-documenting data metaformat and associated tools that can be
used to describe and procesgeie types of data

* A graphical performance analysisveonment

Useful to MAS: Maybe
(User eperience needed)

Platforms: Tace generation on Intel iIPSC/2 and
iIPSC/860, Sun, (arking on CM5)
Visualization on SFRC2-GX

Operating System: SunOS 4.1.2 for visualization
Languages Supported: C, (working on fortran)
Languages Used in Implementation: C (GNU g++/gcc 2.3.11ar @front version 3.0.1)
perl 3.0
Graphic User Intedce: X11RHpatch leel 19), Motif release 1.2.1
Cost: Nonglicense required for commercial use)
ftp bugle.cs.uiuc.edu (128.174.237.148)
Supplier: Unversity of Illinois at Urbana Champaign
Contact: DanieA. Reed

pablo@lugle.cs.uiuc.edu

See referencé?®
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3.3.8 IPS-2
Functions:
* Performance monitoring, analysis, and visualization
» Critical path analysis and visualization

* Support for the analysis of multiple applications and multiple runs of
the same application in a single measurement session

* Support for dynamic on-the-fly user selection of what performance data
to collect with decision support to assist users with the selection and
presentation of performance data

Useful to MAS: Maybe
(User eperience needed)

Platforms: ¥MP, Sequent Symmetrysun (SunOS 4.1,
Solaris 2.0), DECstation

Operating System: UNIX

Languages Supported: Fortran, C

Languages Used in Implementation: C

Graphic User Intedce: X11
Cost: $30Cor source

No chage to urversities
Supplier: Unv. of Wisconsin
Contact: BartorP. Miller

(608) 263-3378
bart@ @cs.wisc.edu

See referencé10 111 112
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3.3.9 ALCON

Functions:

* A tool for on-line monitoring and visualization of programs using
a parallel cthreads library on shared-memory machines

* A view specification language:

* Specifying sensors _
* Predefined collection of probes, sensors, andvie

* Interactve program instrumentation:

« Software sensors for generating trace data synchronously
with the program>eecution
« Software probes for generating trace data only in response
to an asynchronous request by the user or the monitoring system

* Trace \fsualization:

» Animated graphical displays of the program run-time performance
and behwaior (generated with the POLKA program animation system,
see entry for POLKA)

* Built-in graphical vievs

* Userdefined vievs

Useful to M\S: Noat present time
Maybe in the future
(User eperience needed,
Does not supportdttran)

Platforms: KSR-1Sequent SymmetrP-1000 BBN Butterfly
Silicon Graphics multiprocess@PARC

Operating System: SUN OS, Mach1000

Languages Supported: C

Languages Used in Implementation: C and C++

Graphic User Intedce: X11R40Open windws
Cost: None
Supplier: Collge of Computing

Geogia Institute of €chnology
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Contact: Viming Gu
(404) 894-3982
weiming@cc.gtech.edu

Karsten Schan
(404) 894-2589
schwan@cc.gtech.edu

See referencél3
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3.3.10 WOYEUR
Functions:
* Library routines for trace generation and inspection
» Compiler option for parallel program profiling
* Run time statistics for performance analysis:

* Amount of code running in parallel and serial
* Performance prediction for a program on other ¥&ors/stems

Useful to MAS: No
(User eperience needed,
Does not support AS parallel platforms)

Platforms: AllCorvex Series of Supercomputers
Operating System: CONVEXOS
Languages Supported: Fortran, C

Languages Used in Implementatiomran

Graphic User Intedce: None
Cost: None
Supplier: Comex Gomputer Corp.

European Headquarters
Randalls Researchafk
Randalls ey
Leatherhead, Surye
KT22 7TS

United Kingdom

Contact: Ronal®V Gray
(44) 372-386696
gray@cornex.com
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3.3.11 UPSHQO
Functions:
 Analysis of &ecution trace produced by parallel programs
* Graphical tool for visualizing parallel program betua
* Individual events and process states on parallel time lines
* Dynamic histogramming of state durations
* Primitive proportional-time animation

* Summary and detail information
» Zooming in and out and scrolling back and forth

Useful to MAS: Maybe
(User eperience needed)
Platforms: SunSGl, RS-6000, DEC
Operating System: Supported by the platforms
Languages Supported: C, Fortran, Aurora Brallel Prolog, PCN

Languages Used in Implementation: C, with Athena widgets
Graphic User Intedce: X11R%r later

Cost: None
ftp info.mcs.anl.ge
directory pub/upshot,
files upshot.taZ and alog.taZ

Supplier: Agonne National Laboratory
Contact: Rusty usk

(708) 252-7852

lusk@mcs.anl.go

See referencél4
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3.3.12 MARITXU
Functions:
* A set of tools for visualizing masa anounts of trace data

* A trace-file format coverter that cowerts an &isting trace to the
format acceptable by Maritxu

» Animation of dynamic\eolution through time

» Usage of processor resources (CPU load, queues, memory
link communication)

» Current communication
* Topology of the netark/subnetwrk
* Information discrimination based on importance
* Highly scalable visualization for shared-memory and message-passing
multiprocessors, and for distuted computing (by applying recent
psychology disceeries in human perception to data presentation)
* A Set-up Manager for the user to set preferences, define icons,

map data, determine topolqglefine statistics, and for defining
the interce between the monitoring tool and Maritxu

Useful to M\S: Maybe
(User eperience needed)

Platforms: MipsRS3260, MIPS 2030, SGI Indigo,
SGI 4D/340S

Operating System: UNIX

Languages Supported: Supported by mansputers and CM2

Languages Used in Implementation: C
Graphic User Intedce: X11R4Motif 1.1
Cost: TBD

Supplier: ComputeBystems Engineering
Dept. of Electronics
University of York
Heslington - Yrk YO1 5DD
England

Contact: Eugenidabala
+44 904 432381
e-mail: ez@ohm.york.ac.uk
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3.3.13 GPMS (General Brallel Monitoring System)
Functions:
* Trace generation, filtering and transportation

* Visualization with a customizeckrksion of RraGraph
(see entry BraGraph)

Useful to MAS: No
(User eperience needed,
Does not support AS platforms)

Platforms: Tansputer netarks
Transputer+i860 netwrks

Operating System: Trollius

Languages Supported: C, Fortran77

Languages Used in Implementation: C

Graphic User Intedce: X11R4

Cost: None

Supplier: Tollius
Ohio supercomputer center
OH, USA
ARCHIPEL

PAE des glaisins
74940 Anneg le vieux
+33 5064 0666

Contact: gdbrns@tbag.osc.edu

Bernard Durancheau
Bernard. Durancheau@lip.ens-lyon.fr
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4. Parallelization Tools

Nine tools presented in this part are to assist in@ting a sequential program to a
parallel program.Three diferent approaches to the ersion process are use&ection
4.1 lists the automatic ceersion tools with user directes accepted for batch processing.
Section 4.2 presents the interaetiornversion tools which interact with users during a
corversion process.The tools in the ab@ ctions use compiler analysis and transfor
mation techniques to locate/create parallelism in a sequential Gbeetools described
in Section 4.3 pnade means for the user to specify parallelism in a program; the tools do
not attempt to discer parallelism.
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4.1 Automatic Compilation
4.1.1 CRAY/fpp
Function:
» Automatic DO-loop parallelization
 Code transformation to tekadvantage of CRX architecture
Evaluation:
(By Doug Rase and Katherine Fletcher through use)

* User interfice is batch oriented.
* Uses static program analysis anly

Useful to M\S: Yes

Platforms: CRA machines
Operating System: UNICOS, COS
Language Supported: Fortran

Graphic User Integce: None
Cost: Bundledvith system
Supplier: CrayResearch

See referencél8 119
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4.1.2 KAP/CRAY
Function:
» Automatic DO-loop parallelization
» Code transformation to tekadvantage of CRX architecture
Evaluation:
(By Doug Rase and Katherine Fletcher through use)

* User interfce is batch oriented.
* Uses static program analysis anly

Useful to M\S: No
(Provides similar functions
as proided by fpp)

Platforms: ¥MP, X-MP, Sun, Vax
Operating System: UNICOS, COS, UNIX, Ultrix
Languages Supported: Fortran

Graphic User Intedce: None

Cost: Firstcopy $7,500/yr

Add’l copy $3,750/yr
Site license $15,000/yr

Supplier: Kuck and Associates

Contact: Daida Bluhm
(217) 356-2288

See referencél®
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4.2 Interactive Paallelization Tools

4.2.1 FORGE 90
Functions:
* A tool set for interactiely parallelizing Fortran loops
 Analysis tools:

* Intra-procedural and intgarocedural dependeypanalysis
* Flow analysis

* Tools for vieving the results praded by the analysis tools:
 Reference tracing ofariables and constants (use-def and
def-use chains)
* Exposing COMMON and EQIVELENCE aliasing and COMMON
block inconsistencies
« Control and data flw from a global perspegt
* In/out data dependencies between routines, basic code blocks,
or arbitrary blocks
» Parallelization of do-loops with/without subroutine calls

« Parallel/ector directves insertion for shared-memory parallel
machines

* Support for interactie user data decomposition (HPF)

» Generation of Brtran programs with message passing for
distributed-memory machines

 Corversion of a lertran 77 program to aoRran 90 program

» Automatic program instrumentation and parallelization guided by
run time statistics

* A database of static information of a program
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Evaluation:
(By Donna Begmark of Cornell Theory Center)
Strengths:
* Very useful for traipsing through old dusty deaktFan codes
* Its timing profile davn to the loop leel is very helpful

* Reliable and ery response vendor support
* Highly recommended

Weaknesses:
* Does not parallelize certain loops that can be parallelizedby P
(By Doreen Cheng of ASA Ames Research Center)
Applications:

NAS Benchmarks on dedicatedMP/8.
Forge version 7.01, 1990

Strengths:

» The interacire mature preides conenient access to
the tools and to information about the program.
* Useful in helping understanding a programei@ed by others
 Useful in achiging speedup without veiting a program
* The most robst system in its kind.
» The user response time is reasonaasy.f
» Responsie vendor support.

Weaknesses:
* Requires &miliarity of compiler analysis terminology
Suggestions:
» Code generation must taledvantage of taget architectures.
» Guidance to dependence elimination, code transformation and
parallelization will be ery helpful.
Useful to MAS: Yes
Platforms: Generatende for:
CRAY Y-MP, Intel iPSC/860, Delta,
Paagon, CM2, CM5, Clustered
Workstations using PVM or Express.

Runs on all Suns, IBM RS/6000,
SGI, HP vworkstations, IBM Pwer/4
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Operating System: Unix ary flavar

Languages Supported: Fortran 77 and értran 90, HPF
Languages Used in Implementation: C

Graphic User Intedce: Sumiew, X-window (native, motif), Openlook

Cost: Starat
$1850 for source code lwser
$4250 for shared memory parallelizer
$6250 for distribted memory parallelizer
$7600 for batch HPF parallelizer

Supplier: AppliedPaallel Research, Inc.
550 Main Street, Suite I.
Placerville, CA 95667

Contact: Johi.evesque
(916) 621-1600
levesque@a.psc.edu

Jim Dillon
(916) 621-1600
jed@netcom.com

See referencé?0
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4.2.2 ARASCOPE
Functions:

* An environment for deelopment of parallel scientific programs
written in a shared-memory parallel dialect oftfan 77.

» Program analysis tools:

» Data dependence analysis

* Control dependence analysis

* Control flov analysis

* Global value numbering

* Static single assignment

* Basic fortran static semantic analysis
* Interprocedural analysis

» Program transformation tools:
* Reordering transformations:

* Loop distritution, interchange, sking, fusion, rgersal
* Statement interchange

» Dependence breaking transformations:

* Privatization, scalar)g@ansion, array renaming
* Loop splitting, peeling, alignment

* Memory optimizing transformations:

* Strip mining, loop unrolling, scalar replacement,
unroll and jam

* Others:

» Sequential to parallel loops, statement addition
and deletion, loop bounds adjustment

» The RaraScope Editor (PED):

* Text editing

» Template-based structure editing affffan modules

» Access to the results generated by the program analysis tools

» Userguided program transformation tepoit and reeal
parallelism
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* A debugging system:

» Automatic instrumentation of parallebfran programs for
shared-memory multiprocessors to detect data races

* Support for parallelism in the form of nested parallel loops

* Interprocedural analysis to guide placement of instrumentation
to minimize run-time wverhead

» Data race report in the form of a pair of references highlighted
in the source code

* The prototype Brtran D compiler:

* Translates 6rtran programs annotated with data layout and
distribution directves to Fortran program with message passing
for distributed memory multiprocessors.

Evaluation:
(By Donna Begmark of Cornell Theory Center)
Strengths:
» Useful in finding data dependencies in parallel loops
Weaknesses:

» Difficult for users to figure out what to do if there are
dependencies

» Does not generate parallel code for our platforms

Useful to MS: Maybefor tool derelopment
Platforms: RraScope is supported on the Sun4

and RS6000 platforms.

The Fortran D compiler generates code

for the IPSC/860.

PED generates code for the Sequent and the Cray
Operating System: Sun OS 4.x on Surgl, AIX 3.2 on RS600%
Languages Supported: Fortran 77 + gtensions for pressing parallel loops
Languages Used in Implementation: C, C+acd, L
Graphic User Intedce: X11R4

Cost: $150or site license
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Supplier: RiceJniversity
CITI/SDC
PO. Box 1892
Houston, TX 77251-1892
(713) 527-6077

Contact: Seneémail messages with subjects "send license”
and "send catalog" to softlib@cs.rice.edu
to receve information on hw to get FaraScope

See referencd?l 122 123
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4.2.3 FAT (Parallelization AssistanT)
Functions:
* A tool set for interactely parallelizing loops in &rtran programs
» Program analysis:
* Intra-/interprocedural control dependsnanalysis
* Intra-/interprocedural data dependgranalysis
* Flow analysis
* Loop analysis
* Program transformation:
* Alignment, replication, xpression substitution
» Code/declarations generation for parallel loops
* Explicit synchronization insertion yents and locks)
* Interactve parallelization:
* Display of program structure (subroutines and loops)
* Loop parallelizability classification
» Sequential to parallel loop ceersion
* Program instrumentation:
* Timing calls insertion around selected loops
* Trace generation
* Display for statistics of loop counts and runtimes
Evaluation:
(Donna Begmark of Cornell Theory Center)
Strengths:
* Useful in finding data dependencies in parallel loops
» Generate parallel code from seriarian code.
» X-Window based user inteaite is cowenient.
» Easy to learn
* Recommended
Weaknesses:

* Requires understanding of dependeagalysis.
» GUI not rolust enough

Useful to MAS: Maybe
(User eperience needed)



Platforms:

Operating System:

Languages Supported:
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Rt runs on SUN, IBM, DEC, HP
SGI workstations

Generates code for

KSR-1, IBM 3090, Sequent, CrayMP

UNIX

Full Fortran 77, with KSR direotes
and IBM Rarallel Fortran.

Languages Used in Implementation: C and C++

Graphic User Intedce:

Cost:

Supplier:

Contact:

See referencé?4 125 126

X11R4

Fredor non-commercial use includes reuseable
data structure class components.

anorymous ftp from: ftp.cc.gtech.edu

in directory pub/pat

Geayia Institute of ‘€chnology
BillAppelbe

(404) 894-6187
bill@cc.catech.edu
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4.2.4 TINY
Functions:

* A research/educational tool faxgerimenting with array data
dependence tests and reordering transformations

» Dependeng analysis:

* Induction \ariable recognition

* Choice of: Omga est, Pover test, Lambda test, Banerjge’
inequalities

* With Omega est:

* Reduction dependences
* Array kill analysis
* Analysis of when assertions can eliminate a dependence

« Program transformations:

» Array & scalar gpansion and pvetization

« Scalar forvard substitution

* Storage classes

* Loop interchange/sking/distribution/fusion

* A graphic user intedice for bravsing the results of analysis and
transformations

A framavork for reordering transformations which can be used to
optimize code fragments for parallelism and/or locality

Useful to M\S: Maybefor tool development
Platforms: Unixplatforms

Operating System: UNIX

Languages Supported: Tiny (A toy language desloped

by Michael Wlfe of OGI)

Languages Used in Implementation: C

Graphic User Intedce: Xterm& curses inteidice

Cost: None
anorymous ftp from ftp.cs.umd.edu
in pub/omga

Supplier: Departmerdf Computer Science

University of Maryland

Contact: omga@cs.umd.edu
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4.3 UserSpecifying Farallelism
4.3.1 SCHEDULE

Function:

* A large-grain datafly language forxgressing dependencies between
code blocks written indttran

* A graphic user intedce for specification and visualization
* Performance tools:
* Program profiling
» Execution monitoring
* Memory access visualization
» Program eecution visualization
« Critical path determination
* Task scheduling
* Dynamic load balancing
Evaluation:
(By Donna Begmark at Cornell National SupercomputeicHity)

* Obsolete and being decommissioned
* Receved very little use

Useful to MS: No
(User eperience needed,
Does not support AS platforms)

Platform: CRA-2
Operating System: UNIX
Languages Supported: Fortran

Languages Used in Implementation: C

Graphic User Intedce: X11R4

Cost: None

Supplier: Unversity of Tennessee
Contact: Jacongarra

(615) 974-8295
donaarra@cs.utk.edu

See referencé30 131
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4.3.2 PYRROS

Functions:

* A task graph language for specifying the operations of tasks and the
data dependencies between them. (The tasks are written in C.)

* A graphical interace for displaying task dependencies

» A scheduler for mapping tasks with arbitrary precedence to processors
and ordering theinecution

* A graphical interace for displaying the schedule

* A code generator for producing parallel C codes with communication
primitives based on the schedule

Useful to MAS: No
(User eperience needed,
Does not supportdftran,
Does not support AS platforms)

Platforms: SUNGenerates code for nCUBE-II

(working on Intel iPSC/860)
Operating System: UNIX or others that support C
Languages Supported: C

Languages Used in Implementation: C

Graphic User Intedce: Xwindow is gotional, graph displayer
needs proprietary P&T DAG system

Cost: None

Supplier: Departmerdaf Computer Science

Rutgers Unrersity

Contact: ‘o Yang
(908)-932-0050
tyang@cs.rutgers.edu

Apostolos Gerasoulis
(908)-932-2725
gerasoulis@cs.rutgers.edu

See referencé32
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4.3.3 ENTERPRISE

Functions:
* A graphic user intedce for specifying lgre-grain (functional)
parallelism in C programs (in terms of "assets" such as departments,
services, wrkers, and diisions)

* A preprocessor to generate (from the graphical specification) a C
program with parallel functions and message passing between them

* Support for non-blocking function calls until the caller accesses
a result that needs to be returned by the callee (futures)

» Automatic source control
* Limited delugging/performance monitoring
» Animation of a programxecution at message-passingde
Useful to M\S: No
(User eperience needed,

Does not supportdttran,
Does not support AS platforms)

Platform: Sun
Operating System: UNIX
Languages Supported: C

Languages Used in Implementation: Smalltalk, C, C++

Graphic User Intedce: Smalltalkunning under X windas

Cost: Inalpha test stage

Supplier: Departmerdf Computing Science
University of Alberta
Canada

Contact: JonathaB8chaefer

(403) 492-3851
jonathan@cs.ualberta.ca

See referencd33 134
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5. Others

Ten tools are included in this parSection 5.1 presents the meta-tools (tools for
building tools). Section 5.2 lists the tools to nek more efective b compute on a net-
work of workstations. Sectiob.3 describes the tools for grid partitioning, task schedul-
ing and load balancing.
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5.1 Tools for Building Tools
5.1.1 SAGE

Functions:

» A programming language transformation toolkit used to design
restructuring source-to-source compilers and instrumentation packages

» A complete parser fordttran 77, Brtran 90, C (ansi and k&r),
C++ Att 2.0 and 3.0

« A common internal representation, a library of C functions, and a
C++ class library to access and restructure the internal representation
and to generate the output code

» A comment based annotation language tonattansformation access
to user assertions

Useful to MAS: Maybefor tool development

Platforms: SunHP, NeXT, SGI and DEC wrkstations
(Porting on CM-5, Bragon, KSR, n-Cube,
Mieko, Tera, Cray)

Operating System: UNIX

Languages Supported: Fortran77, ertran 90, C, C++

Languages Used in Implementation: C and C++

Graphic User Intedce: None

Cost: Nonggnu rules apply)
Supplier: IndiandJniversity
Contact: Dennig&annon

(812) 335-5184
gannon@cs.indiana.edu

See referencé3?
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5.1.2 IMPRQV (Integrated Manipulation of PROgram Visualization)
Functions:

» A meta-tool for &st prototyping of compkevisualizations of parallel
software behaior (a net generation of the ARADISE, see net entry)

* Support for a formal and complete generalization of the program
visualization procedure, whichwiiles the task into fundamental,
independent modules for specifying the relationships among basic
concepts (Eents, Beheior, and Graphics).

* Facilities for users to specify details in each module in terms
of objects called "entities”, and to define the visualization by
indicating relationships among the entities ided#nt modules

* A textual language for specifying Eats and Behaor entities

* A graphical editor for specifying Graphics (It can also be specified
by text.)

* Rules for specifying entity relationships
* Hierarchical entity construction
» Framavork for relating entities from diérent modules

* Scalability to massiely parallel softvare through arious abstract
reduction operations.

» Wide range of graphical manipulations based on fundamental graphical
objects, such as points, lines, squares, circles, polygons, etc.

» Syntax-directed editing

* Support for traces of arbitrary formatyeat formats intgrated with
event entity specification

Useful to M\S: Noat present time
Maybe in the future
(User eperience needed,
Does not support AS platforms)

Platforms: Sunand Sun4/Sparcevkstations
Operating System: UNIX
Languages Supported: No specific language requirements or support

Trace formats defined by the user with the
Event entities, ascii and binary
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Languages Used in Implementation: C
Graphic User Intedce: X11R4or later)
Cost: Nongwith license agreement)

Supplier: Departmendf Electrical & Computer Engineering
University of lowa

Contact: JameArthur Kohl
(319) 335-6432
kohl@hitchcock.eng.uiwwa.edu

Thomas L. Casant
(319) 335-5953
tomc@hitchcock.eng.wea.edu

See referencé36 137 138
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5.1.3 ARADISE
(PARallel Animated Debugging and Simulation Ervir onment)

Functions:

» A meta-tool for designing program visualization tools forwtghng
and performance tuning of parallel scding

* Facilities for users to designs an abstract visual model of parallel
program behdor

* Defining "visual objects" using programmed modules that
describe their functionality and intades.

» Connecting visual objects using a graphical irstegfto
form the werall structure of the visual model.

* Tools for replaying parallel programezution traces

* Tools for simulating program be¥iar and animating it via the
visual model

* Variable animation and simulation speeds

« Point-and-click to identify internal states of visual objects and
their interconnections (e.g. details of messages, time stamps, and
the actual data being transferred)

Useful to MAS: Noat present time
Maybe in the future
(User eperience needed,
Does not support AS platforms)

Platforms: Sunand Sun4/Sparcavkstations
Operating System: UNIX
Languages Supported: No specific language requirementsade formats

are defined by the user to allarbitrary
traces to be used (ascii only).

Languages Used in Implementation: C

Graphic User Intedce: Suwiew or X11R4 (or later)
Cost: Nongwith license agreement)
Supplier: Departmendf Electrical & Computer Engineering

University of lowa



Contact:
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JameArthur Kohl
(319) 335-6432
kohl@hitchcock.eng.uiwwa.edu

Thomas L. Casant
(319) 335-5953
tomc@hitchcock.eng.uea.edu
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5.1.4 POLKA
Functions:

* A graphics library for bilding animations of parallel programs
and their gecutions

* Primitives for creating smooth, colpotontinuous program
visualizations and animations

* Primitives for explicitly building animations with concurrent
actions, thereby helping to illustrate parallelism

* Focused on ease of learning and use by graphicsxperte

Useful to M\S: Maybefor tool development
Platforms: Unixworkstations
Operating System: UNIX

Languages Supported: C++

Languages Used in Implementation: C++

Graphic User Intedce: XWindows and Motif or OLIT
Cost: None
Supplier: Graphicsyiz., and Usability Center

College of Computing
Geogia Institute of €chnology
Atlanta, Geogia 30332-0280

Contact: Johrstaslo
(404) 853-9386
staslo@cc.@tech.edu

See referencé2
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5.2 Tools for Parallel Computing on A Network
5.2.1 DQS (Distriluted Queuing System)

Functions:

* A distributed queuing system for a netsk of heterogeneous computers
* Support for single and multi-node loosely-coupledtch processing

* Facilities for users to request resource that meet some minimum
performance or architecture specifications

* Facilities for configuring, modifying, deleting, and querying the queues

* Facilities for submitting, monitoring, querying, and terminating
jobs on a single computer or a cluster of computers

* Load balancing for jobs submittedgmup queues
* Optional keyboard/mouse actity monitoring (queue suspended if aeji

* Parallel jobs using PVM supported in dedicated mode

Useful to MAS: Maybe

(User eperience needed)
Platforms: SUNI|BM, SGI, DEC, HP wrkstations
Operating System: SunOS 4.1.x, AIX 3.2.%, IRIX 4.0.x,

OSF/1,MACH, HPUX, ULTRIX

Languages Supported: All languages supported by platforms

Languages Used in Implementation: C

Graphic User Intedce: X11

Cost:

None
ftp at ftp.scri.fsu.edu
pub/DQS//DQS.REV_2.0.tat

Supplier: Supercomputinigesearch Institute

Florida State Umersity

Contact: ThomaP. Qeen

(904) 644-0190
green@scri.fsu.edu

See referencé43 144
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5.2.2 FUNNEL
Functions:

* A run time support for SIMD progranxecution on a netark of
heterogeneousavkstations

» Manages the data stream for multiple instances of the application

« Fault tolerant in cases of machine crash, napapace, disk full,
or ethernet dan

* Large grain parallelism achied by providing each instance of a
single-processor application with anvennment mimicking the

original
Useful to MAS: Maybe
(User eperience needed)
Platforms: SGIDECstations
Operating System: UNIX
Languages Supported: Interfaces to xecutables, not code

Languages Used in Implementation: C
Graphic User Intedce: None

Cost: None
Demo aailable via anogmous ftp
at zebra.desge

Supplier: ZEUSCollaboration
Deutsches Elektron-Synchrotron (DESY)
Hamhurg, Germamg

Contact: Burkhar@Burow
49-40-8998-3053
burow@vxdesycern.ch
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5.2.3 DJM (The Distributed Job Manager)
Functions:

» A job control system that manages tRecetion of user
applications on Connection Machines

* Facilities to submit, monitgand terminate jobs
* Facilities to query the status of jobs

» Commands for specifying the number of processors and the
amount of memory and disk space required

 Scheduling jobs to achwe kalanced the load on CM patrtitions
 Scheduling jobs to achve kalanced the load on CM front-end

» Facilities for switching the direction of input/output
streams of a job between scre@yfloard and a file

Useful to MAS: Maybe
(Under @auation at M\S
User eperience needed)

Platforms: CM2CM5, SUN
Operating System: Provided by the platforms
Languages Supported: Supported by the platforms

Languages Used in Implementation: C
Graphic User Intedce: None

Cost: None
ftp ec.msc.edu
/pub/LIGHTNING/djm_0.9.11.Z

Supplier: Minnesot&upercomputer Cantdnc.

Contact: AlarKlietz
(612) 626-1737
alan@msc.edu

See referendé®
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5.2.4 CONDOR

Functions:

* A distributed batch system for reesming idle g/cles of a
network of workstations

* Job-level parallelism only
» Monitoring the actiities of participating wrkstations
 Scheduling jobs to idle arkstations

 Suspending/migrating foreign jobs when thener of a
workstation starts using it

» Fault-tolerance (with restrictions):

» Checkpointing
* Process migration

* Protection of avner’s files from &ecuting foreign jobs

* Direct NFS access and remote system callsXeriging
programs to access remote files

* Redirection of file I/O to the submitting machine

Useful to MAS: Maybe
(User eperience needed,
Mechanisms to handle parallel
applications needed)

Platforms: SunsSGl, Snaks(hp), DecStations, 6K
Operating System: UNIX BSD 4.2 and 4.3
Languages Supported: All languages supported by the platforms

Languages Used in Implementation: C
Graphic User Intedce: None

Cost: None
ftp ftp.cs.wisc.edu

Supplier: ComputeBcience Department
University of Wisconsin, Madison

Contact: MironLivny
(608) 262-0856
miron@cs.wisc.edu
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5.2.5 MNFS (Modified NFS)
Functions:

* A modified NFS system for supporting shared-memory programs on a
network of workstations:

* Supports shared memory for mapped files

* Support for usemanaged consisteyof mapped pages

* An additional address space with 32-byte pages foriehcy

» Additional etensions to supportfefient data sharing and
program synchronization in the high-latgreovironments
found in computer netorks.

* Better performance than NFS

* Provided as a mod-loaded module, i.e. it runs as part ofdireek
but is dynamically loaded after the OS is booted. No OS recompilation
or reluilding is required. (A modified NFS daemon is alsovted,
as is an automounter that mounfs MNFS file systems.)

Useful to M\S: Noat present time
Maybe in the future
(User eperience needed,
Does not support all AS platforms)

Platforms: Sumworkstations (including MPs)
(386BSD, IRIX in progress)

Operating System: Sun0S4.1.1,4.1.2,4.1.3

Languages Supported: C, Fortran77,

Any language that can open a file and do mmap()

Languages Used in Implementation: C

Graphic User Intedce: None
Cost: None
Supplier: Supercomputingesearch Center

17100 Science Dre,
Bowie, MD. 20716

Contact: RorMinnich
(301)-805-7451
rminnich@supeorg

See referencé48 149 150
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5.3 Partitioners and Schedulers
5.3.1 TOP/DOMDEC (DOMain DEComposition)

Functions:
* A tool for mesh partitioning in parallel processing
* Algorithms for initial automatic mesh partitioning

* The Greedy Algorithm

* The RCM algorithm

» Arecursve RCM algorithm

« Slicing (Principal Inertia) algorithms (Ix, Jyz)

* Recursve vesions of the Slicing algorithms (RIx, RIRIZ)
* Frontal Algorithm for 1D ©pology partitions

» Recursve Graph Bisection

* Recursve Sectral Bisection

* Support for optimizing the items listed bel@ver the initial
partitioning

* Size of the interdice

* Frontwidth of the subdomain (for direct frontal seils)
* A product of the abee wo items

» Node-wise load balancing

* Element-wise load balancing

» Edge-wise load balancing

* Algorithm used in optimizing the component of the mesh that is
neighboring the inteaice

* Talu Search
» Simulated Annealing
» Stochastic Ewlution

* Support for decision making in selecting the best mesh partition
for a gven problem and a gen multiprocessor

* Support for @aluation of load balancing, netwk trafic and
communication costs

» Generation of parallel data structures needed for local computations
and for message passing

* Object oriented high-speed graphics for user iataf

Useful to MAS: Maybe
(User eperience needed)

Platforms: Run®sn SGI, IBM R6000 with the GL card
Generates partition for CRAY-MP, KSR,
iPSC-860, and CM-2
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Operating System: UNIX
Languages Supported: Fortran, C++

Languages Used in Implementation: C++ and GL

Graphic User Intedce: GL

Cost: $25dor source license

Supplier: PGSofts212 Pinehurst Dve
Boulder CO 80301

Contact: Charbdtarhat

Phone (303) 492-3992
charbel@aleandra.Colorado.EDU

See referencé®!
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5.3.2 GANG SCHEDULER
Functions:
* Support for fir sharing of time and space on the BBN TC2000
* Allocation of processors and requests for benchmarking time
* Four priority queues
Useful to M\S: No

(User eperience needed,
Does not support AS platforms)

Platform: BBNTC2000
Operating System: UNIX
Languages Supported: C, Fortran, PCPPFPR, Uniform Systems, Zipcode

Languages Used in Implementation: C

Graphic User Intedce: vt10Qdisplay
Cost: None
Supplier: Lavrence Lvermore National Laboratory L-560

PO.Box 808 Lvermore CA 94550

Contact: BrenGorda
(510) 294-4147
brent@igomersc.gu

See referencé®?2
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5.3.3 BLOBS

Functions:

A visualization tool for interacte esaluation of alternatie load
balancing stratges through simulation

* Designed for computationsvolving particles only

» Facilities for users to control number of processors, partitioning
method, and partitioning frequenc

* Tools to estimate and display the problem partitioning, interprocessor
communication costs,avkload distrilution across the processors, and
overall parallel eficiency based on the user input and a sample trace
of a ecution

Useful to M\S: No
(User eperience needed,
Does not support all AS platforms,
For particle methods only)

Platforms: Sparcstatiominning openwindes
Operating System: UNIX
Languages Supported: Accepts a blobs-specific trace format.

Languages Used in Implementation: C
Graphic User Intedce: Xviev and OpenWihdows libraries
Cost: None

anorymous ftp cs.ucsd.edu
in pub/baden/blobs

Supplier: Unversity of California at San Dgo
Contact: ProfScott B. Baden

(619) 534-8861
sbaden@ucsd.edu

Scott Kohn
(619) 534-5913
skohn@ucsd.edu

See referencé®3
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5.3.4 PREP-P (PREPocessor ér Poker)

Functions:

« Static partitioning, placing, routing and scheduling for function-parallel
programs

» Smulation of parallel gecution using Poér (Poler is no longer supported
by University of Washington)

Useful to MAS: No
(User eperience needed,
Does not supportdttran,
Does not support all AS platforms)

Platform: Sun3&and Sparc wrkstations
Operating System: UNIX
Languages Supported: XX (a simple abstraction of C)

Languages Used in Implementation: C, assembly language

Graphic User Intedce: Requiretty Poler
Cost: None
Supplier: Rrallel Computation Lab

Department of Computer Science and Engineering
University of California, San Digo

Contact: Francin8erman
(619)534-6195
berman@cs.ucsd.edu

See referencé®4
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Appendix A: Comparison of Parallel Languages

The table on the é page compares the languages describe@inlP It indicates
whether there is a compiler/translator for the language, and whether there waygetdgb
and performance tuning tools associatédalso indicates if the language is useful to
NAS & this time.
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Paallel Languages

Name Compiler | Dehugger [ Performance Useful Fage
Preprocessor obl To NAS | Number
Adaptor y n n n 16
Caper y y y n,m 56
CC++ y n n n,m 41
Charm y n y n,m 31
Code 2.0 y n y n,m 24
Cool y n y n,m 39
Dino y n n n,m 32
Force y n n n,m 18
Fortran 90 y n n 4d 10
Fortran D y y n m 21
Fortran M y n n n,m 23
Grids y n n n,m 26
HPF n n n std 12
HyperTool y n y n,m 33
Jade y n n n,m 29
Linda y y y m 52
MeldC y y n n 42
Mentat y n n n,m 37
Modula-2* y n n n 45
O-0O Fortran y n n n,m 19
P-Languages y n n n,m 17
Paallax n n y n 62
Paallaxis y y y n 43
PC++ y n n n,m 35
PCN y y y n,m 50
PCP/PFP y n n n 27
PDDP y n n n 28
P-D Linda y n n n 61
Sisal y y n n,m 48
SR y n n n 60
Strand88 y y y n,m 46
Topsys y y y n,m o4
Vienna lertran y n n n 20
Visage y n y n,m 58
X3H5 n n n std 14
0-0: Object-Oriented
P-D: Prolog-D
m: maybe (user eperience needed and/or suppoiNplatforms)
n: no
n,m: noat present time, maybe in the future
std: proposedtandard
y: yes
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Appendix B: Comparison of Libraries

The table belw compares the libraries described iartP2. The entry "Machine"
lists the type of machines which the library supports: shared-memesgage-passing,
and netwrks of computersThe entries "Delogger” and "Performanceo®ls” indicate if
there are delgging and performance tools associated with the library

Libraries
Name Machine | Debugger | Performance Useful Fage
Tool toNAS | Number
APPL msg n n n,m 79
Canopy sh,msg,net n n nm 72
CM net n n n,m 82
CPS net y y n,m 74
Express sh,msg,nett y y m 64
GenMP sp n n n 87
LMPS msg n n n 85
Mtask sh n n n 86
P4 sh,msg,net n y m 69
Pamacs sh,msg,net n y n,m 76
Pati msg,net n n m 81
PICL msg n y m 78
PVM net y y m 6/
SPPL net n n n A
TCGMSG sh,msg n n n,m 70
m: maybe (user eperience needed)
msg: messaggassing
n: no
n,m: noat present time, maybe in the future
net: netvork of computers
sh: shareanemory
sp: speciapurpose

y: yes
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Appendix C:

Comparison of Delugging and Rerformance Tuning Tools

The table on the & page compares the main features of the tools describedtin P
3. Mary tools in this part pnade visualization of xecution trace for performance tun-
ing. Visualizing program belvér also helps delgging, although delyging might not
be the focus of the design of the todhe "tr" in the "Delngger" entry belw reflects this
side efect. Theentry "Trace Generation" indicates whether a tool generates trace and the
method of trace generation if it doeShe entry "\fsualization" indicates the main fea-
tures of the visualization.
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Dehluggers and Performancening Tools

Name Dehigger Tace Visualization Useful Page
Generation ® NAS | Number
AIMS tr au,u g,an,sm,p m 111
Atexpert n au g,st,sm y 102
BBN-Perf tr au,u g,st,p m 109
ExecDiff d u tx n 101
Fdcon tr u g,an n,m 114
GPMS tr u g,an,sm,p n 120
Intel-Perf tr u g,an,sm,p m 104
IPD sl tl n X m 98
IPS-2 tr y y m 113
KSR-Perf n au,u tx m 107
Maritxu tr n g,an m 118
MPPE sl au,u g,an,sm,p m 91
Pablo tr u g,an m 112
PaaGraph tr u g,an,sm,p m 105
PaaSphere sl au g,st,sm,p m 93
Prism sl au g,an,sm,p y 89
TotalView g u tX m 95
UDB sl n n m 9/
Upshot tr n g,an,sm,p m 117
\Voyeur n u tX,p n 116
XAB tr au g,an m 9
Xpdb tl n n n 100
an:  animation-basedsualization
au:  automatisource instrumentation
d: delugging based on data comparison
g graphical
m: maybe (user gperience needed, and/or if wevhahe machine)
n: no
n,m: noat present time, maybe in the future
p: profile
sl: source-leel dehugging
sm: summary
st staticvisualization

tl:

tx:
u:
y:

task-level debugging
tr:  trace-visualization-basetkhugging (focus is performance tuning)

text only

userdirected source instrumentation

yes
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Appendix D: Comparison of Rarallelization Tools

The table bely compares the functions of the tools describedart R. It indicates
whether a tool performs static code analysis such as depgndeaysis, whether it
transforms a code to increase parallelism, and whether it generates code (machine code or
source code) for tget machineslt also indicates whether there are uigdping and per
formance tuning tools associated with the tool.

Paallelization Dols
Name Analysis/ | Code | Debigger [ Performanceé Useful Fage
Transform. | Gen. Tool toNAS | Number
Enterprise n y y y n 136
Forge D0 y y n y y 124
fpp y y n n y 122
KAP y y n n n 123
PaaScope y y y n m 127
PAT y y n y m 130
Pyrros n y n n n 135
Schedule n y y y n 134
Tiny y n n n m 132
Transform.: Tansformation
Gen.: Generation
m: maybe (user eperience needed, or for toolsvéi®pment)
n: no

n;m: noat present time, maybe in the future
y: yes
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Appendix E: Summary of Other Tools

The table bel summarizes the tools described iarP5. The entry "Meta-dol"
indicates if a tool is for the design andvelepment of other tools.The entry Sched-
uler/Load Balancer indicates if the tools is for task scheduling and/or load balancing.

The entry "Netwrk Support” indicates if the tool is tadilitate parallel computation on a
network of computers.

Other Tools
Name Meta-o0ol Scheduler/ Netark Useiul Page
Load Balancer| Support | toNAS | Number
Blobs n sim n n 153
Condor n y y m 147
DJM n y y m 146
DQS n n y m 144
Funnel n y y m 145
Gang n y n n 152
Improv p n n nm 139
MNFS n n y n,m 149
Paadise p n n n,m 141
Polka p n n m 143
Prep-P n sim n n 154
Sage C n n m 138
TopDombDec n y n m 150
C: for designing compiler front-end
m: maybe (user eperience needed)
n: no
n,m: noat present time, maybe in the future
ns: netvork support
p: for performance tuning tools

sim: throughsimulation
y: yes



